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| From The Editors' Desk
Dear BER Reader,

On behalf of the 65 members in our Research and Editorial, 
Peer Review, Layout & Design, External Affairs, Web 
Development, and Executive Teams, we are proud to present 
the eighth edition of the Berkeley Economic Review.

As the voice of economics undergraduates around the 
world, the Berkeley Economic Review presents five professor 
interviews and four distinguished undergraduate research 
papers which tackle economic dilemmas facing the modern 
world.

First, we present Saleel Huprikar’s investigation on whether a 
person’s geographical location impacts their perspectives on 
the federal minimum wage. Second, Brian O’Connor discerns 
the impact of the UK’s National Living Wage on employment 
probabilities of low wage workers. Huprikar and Connor’s 
research advances knowledge about one of the most hotly 
debated topics in labor economics, minimum wage and its 
impact on the distribution of income.

Third, Laure Fleury analyzes the impact of the knowledge 
economy factors on total factor productivity. As economies 
around the world stagnate, Fleury’s research investigates the 
reasons behind residual economic growth. Finally, Tao Chen 
examines the impact of first degree price discrimination and 
quality customization under data protection regulations. 
In a world with growing privacy concerns due to artificial 
intelligence, big data, and mass surveillance, Chen 
investigates the aims and effectiveness of data protection 
regulations.

We hope that you will immerse yourself in the Berkeley 
Economic Review and gain new perspectives on economic 
solutions to global issues. In this academic spirit, we present 
to you the eighth edition of Berkeley Economic Review.

Best,
Vatsal Bajaj and Vinay Maruri
Editors-In-Chief, Berkeley Economic Review
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Interviewer: Hi professor! If you don’t mind, please introduce 
yourself to our readers. Why did you choose economics? 

Prof. Brown: I saw economics as a field where people could re-
ally make a difference. The Women’s movement and the Civil 
Rights movement were both in full swing then. It was a field 
where people could change the world. For my dissertation, I 
studied how discrimination functioned in labor markets. Eco-
nomics is an area where people could measure injustices in liv-
ing standards and inequality. And this was all before we knew 
that there was a climate problem! And now we have econo-
mists studying this issue as well. Right now, I have a team of 
researchers studying sustainable policies across the world!

Interviewer: You are known for being an outspoken proponent 
of what you call “Buddhist Economics.” What exactly is “Bud-
dhist Economics?”

Prof. Brown: Buddhist economics is built upon three ideas; 
the first two are ecological assumptions. First, humans have 
interdependence with others and the planet—a buddhist 
idea—but also one that scientists have supported. It could 
be understood as the 4th Law of Ecology. Secondly, Buddhist 
Economics argues impermanence: the idea that nothing lasts 
forever. This is also a view espoused by scientists. Lastly, peo-
ple actually care for each other in an altruistic way. This is not 
exactly a tenet of Buddhism as much as it has been shown by 
neuroscientists. All in all, Buddhist economics says that there 
is more to life than maximizing productivity or consumption. 
Because we are all interdependence and naturally care for each 
other, we should seek to improve the lives of others and act in 
accordance to our altruistic nature. 

Interviewer: What would you say to a wealthy businessman 
who claims that he earned his way to the top, and questions 
why his taxes should go toward some poor kid’s education? 
What if truly believes that he and his competitors’ greed is the 
grease that keeps our economy’s wheels spinning? 

Prof. Brown: I would give two responses: 
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First, I would argue that he was able to do what he did because 
of his own education, which is a social program. His success is 
dependent on society’s ability to educate people like himself. 
Additionally, our infrastructure benefits him. Society ensures 
through health programs that his workers are able to provide 
labor. Society ensures that his workers are provided an educa-
tion so that they can be more effective. The government en-
sures that he is able to safely work in a global economy and use 
its technology. His productivity—his success—is dependent 
on the system.  And all of these programs are only possible 
through the taxes he and everyone else pays. The idea that he 
did it by himself is incorrect. 

Secondly, economists argue for incentives. Every time some-
one has done a study for the returns to effort, it’s actually very 
little. As it turns out, people still work very hard when their 
taxes increase. Even if the returns to their labor decrease from 
taxes, they still make an effort to work hard. There are other 
factors that make people happy besides income, such as the 
general experience of working the job. Economists still argue 
whether we should increase progressive taxes to 72% or 76%. 
However, all of that aside, we had taxes like that in our history 
and there didn’t seem to be a substantial impact. We might not 
want to raise taxes to 98%—we want to make sure we have the 
revenues to make our social programs work. To put it simply, 
the businessman in your example would probably still work 
all the same. 

Interviewer: GDP has become the measure many economists 
use to calculate economic prosperity in the macro sense. Why 
do you think that this is a flawed measurement of welfare? 

Prof. Brown: Because all it measures is what goes through the 
marketplace. Every economist will tell you it’s flawed. Even Si-
mon Kuznets, the person who developed GDP, stated that it 
should not be used to indicate welfare. GDP leaves everything 
that is currently left out of the marketplace like leisure, home 
improvement, child care, environmental degradation, and a 
bunch of other important factors. Finally, any [negative] exter-
nalities of the marketplace are left out of GDP; we are leaving 
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out the negatives of how we actually produce and consume. 
With GDP, we only measure our production and consumption. 

Interviewer: Besides GDP, what other metrics are currently 
available for economists to use that could be superior to GDP 
for measuring welfare? 

Prof. Brown: There are lots of metrics. That’s part of the prob-
lem. It’s like the saying where if you ask five economists the 
same question, you get five different answers. But I can give 
some examples. One is the Genuine Progress Indicator, or GPI, 
which places a market value for all activities outside of the 
scope of the market. So, it gathers data on things like non-mar-
ket labor, the use of time, environmental degradation, and all 
these other aspects that are not captured by GDP and places a 
market value on them. However, it takes a lot of data. In fact, 
GDP has the same problem but we’ve computed it for such a 
long time, spending billions of dollars to ensure that this met-
ric is gathered. But discussions around welfare usually revolve 
around GDP per capita, which leads many people astray. 

Interviewer: How does GDP per capita lead us astray? 

Prof. Brown: GDP per capita might be growing over time but it 
doesn’t account for the distribution of income. For most of the 
20th century, GDP per capita and median household incomes 
are going up at the same time. But there is this big divide that 
happened in the late 70s because Reagan began to slash taxes. 
Ever since, a large amount of the growth in GDP has been cap-
tured by the top 5% and 1%. Industries became more concen-
trated. More income and power in industries allows wealthy 
individuals and corporations to buy elections. The impact on 
the environment is ignored. It has become a vicious cycle. This 
is all characteristic of living in a neoliberal world. 

Interviewer: Speaking of alternative measures of welfare, you 
have co-written an article on Project Syndicate with another 
researcher where you describe work on a policy index that 
compares 50 different countries around the world, called the 
Shared Sustainability and Prosperity Index (SSPI). Can you 
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elaborate on what exactly it is—what it measures? 

Prof. Brown: I have terrific team working on it right now! We’re 
going to expand the number of countries  it covers and improve 
its indicators. It is still a work in progress, however. When I was 
having conversations about the impacts of policies, we would 
talk about certain countries having certain policies, such as 
increasing the education level of girls. We knew that certain 
policies had positive or negative effects. However, on a global 
level, I was curious about which countries actually have these 
policies. Which countries have policies that combat climate 
change? Which countries have policies that are spreading ed-
ucation in girls and women? Performance aside, we wanted to 
answer this question: “how do governments from around the 
world compare in terms of policy?” We try to answer this ques-
tion by observing policies that indicate how countries govern, 
structure markets, and foster sustainability. I love markets, by 
the way. But it matters how we regulate and set up social safety 
nets to ensure that everyone can meet their potential. 

Interviewer: Once the [SSPI] is finished and ready, how do you 
expect it to be used? 

Prof. Brown: That’s a great question! One of the things we 
learned is that these policies don’t change rapidly. There are 
many metrics for performance metrics. We asked that do 
policies track well with these performance metrics. In other 
words, do policies matter? And we were happy to find that 
they do. The policies that promote responsible governance, 
market structure, and sustainability track very well with eco-
nomic performance. Some of my colleagues have noted that 
this seems to pave the way for justifying the Green New Deal. 

Interviewer: We’re starting to hit the end of this interview, 
so I’ll ask one last question: as you know, the UN estimates 
that there are only about 11 years left before emissions inflict 
irreparable damage to the Earth’s climate. Do you believe that 
societies around the world will be able to mobilize before the 
disastrous effects of climate change become irreversible, or 
that humanity will have to pay a hefty cost before learning its 
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lesson? 

Prof. Brown: I try really hard to be optimistic. However, I feel 
somewhat pessimistic. When people ask what we can do to 
combat climate change, I say that we need to fight. I worked 
with UC Regents and we persuaded them to divestment poli-
cies [from fossil fuel]. We have all sorts of projects in Califor-
nia. I worked with 350 Bay Area (a non-profit climate action 
advocacy group). We worked to ban single-use plastic. Did you 
know that we make single-use plastic out of fracking byprod-
ucts? We didn’t get the bills out this year but we will next year.

We all need to try to make a difference. But everyone needs to 
get out there and try to make an impact. People should join an 
organization or a club that advocates change. These fossil fuel 
industries intentionally mislead and they fight dirty. But the 
first step for people is to join a group, draft a strategy, and fight. 
We demanded that the [UC] Regents divest officially, and it 
worked. More like this can be done. It’s going to take a lot of 
work from everyone. 

Interviewer: That’s all the time we have today. I’d like to thank 
you for your time. It was a pleasure! 

Prof. Brown: You’re welcome!

Photo Credit: KINAXIS BLOG
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Stephen 
Pratten

Interviewed by Grace Jang
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Interviewer: Hi Dr. Pratten. Could you begin by telling us 
about your background and early experiences that influenced 
your interest in economics?

Prof. Pratten: Hi Grace. Okay, sure. I’ve been here at Kings for 
quite a few years now—I started here at Kings in January 1999 
and I’ve been here ever since. And I’ve been teaching on vari-
ous modules as well as doing research. Before that, I was based 
in Cambridge University, at a research centre called the Centre 
for Business Research, where I was doing work on structural 
changes in the media industries. So that’s my immediate aca-
demic background. In terms of why I came into the economics 
in the first place—well it’s always difficult to pinpoint a specif-
ic set of reasons—but I think it had to do a lot with the context 
of the UK in the 1980s where I was growing up. That was a 
period of substantial conflict in the UK, where there were very 
different views about how economic policies should develop, 
and indeed how countries should be governed. It was a period 
where Margaret Thatcher was in power, and there was a lot 
of reaction to her policy. She was very much in favour of free 
market, and a lot of the debate over her policy was centred 
around economic issues. My interest in economics stems from 
that period, I think.

Interviewer: I see. Were you in middle or high school during 
that period?

Prof. Pratten: Secondary school—so ages about 11 to 18.

Interviewer: Great, thank you. My second question is, what 
led you to decide that you want to pursue a PhD in economics 
and become a professor, as opposed to other career options in 
economics?

Prof. Pratten: Certainly by the time I finished my Master’s de-
gree—I did my Master’s degree at Cambridge University—cer-
tainly by the end of completing that program, it was clear to 
me that a very important issue was, “why was the economics 
discipline in such a mess, why was it in such disarray, and why 
was it a discipline that found it difficult to develop powerful 
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explanations for social phenomenon.” And it seemed to me 
there was a very important project to be undertaken explor-
ing the methodological limitation of mainstream economics, 
and it seemed to me that that was a very worthwhile project to 
pursue, and that really led to my interest in ontology. There 
were a number of researchers at Cambridge working on ontol-
ogy and its relevance to understanding the current state of the 
economics discipline. So I was very much encouraged to apply 
to do a PhD there, and from then, after completing PhD, it was 
very much a career that I wanted to go into.

Interviewer: Could you elaborate a little more on ontology and 
what led you to choose it as your subfield?   

Prof. Pratten: Yes, of course. A very important area of research 
is the methodology of economics and the area of ontology. 
Economics is a discipline that is very splintered—there are 
all sorts of different perspectives within the economics dis-
cipline—but there is an enormously dominant perspective, 
which is defined really at a methodological level. Mainstream 
economics is characterized by an insistence upon mathemat-
ical modelling, and the only way to understand the damage 
that conventional economics does and why conventional eco-
nomics is such a limited approach to consider it from an onto-
logical perspective. 

The ontological presuppositions of the mathematical model-
ling methods are actually very extreme—they presuppose that 
social world is made up of isolated atoms. And in fact, if you 
look at our best accounts of the social world, it’s transparently 
the case that social world is not made up of isolated atoms, but 
of complexly structured beings existing in communities which 
are characterized by social conventions and social rules. Once 
you approach conventional economics from this ontological 
standpoint, it becomes obvious why it has made so little prog-
ress: basically, conventional economics ends up distorting the 
social world so that its methods can be applied, but that’s no 
way to make progress in developing explanatory, powerful so-
cial theory. So it seems to me that an ontological perspective 
on the current state of economics is vital if we are to make any 
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kind of progress on economics. In terms of research priorities, 
it seems to me that that focus on ontology is quite crucial and 
very important.

Interviewer: Just to touch upon that a little bit more, what was 
the point where you started thinking that conventional eco-
nomics is very problematic and there needs to be something 
done about it?

Prof. Pratten: Well, one of the things that struck me even as a 
graduate student doing my Master’s degree was how different 
the current conventional economics’ approaches were from 
the kind of works that I found most convincing. I read Keynes’ 
chapter 12 of The General Theory, I read Marx and his discus-
sion of labour process, and I was very interested in various in-
stitutional economists like Veblen and John Commons. Now 
all of these approaches seemed very different from the con-
ventional economics that I was studying during my Master’s 
course, and a great deal more insightful. These alternative per-
spectives seemed to be doing a much better job of generating 
interesting and powerful social theory. So there was this kind 
of mismatch between what I felt to be the most valuable kind 
of economics and what was most dominant in the discipline at 
the time, and that really stimulated a lot of interest in trying 
to understand that better—why was it that the mainstream 
approach that dominates the economics discipline is so weak 
when it comes to developing powerful explanations.

Interviewer: Could you briefly tell us about your empirical re-
search into structural and regulatory change in broadcasting 
industries?

Prof. Pratten: When I was in the Centre for Business Research 
at Cambridge, I got involved in a very empirical project that 
was analysing structural change in media industries during 
the 1990s. We were interested in looking at various kinds of 
quasi-market reforms within the broadcasting sector espe-
cially. During the early 1990s in Britain, there was an attempt 
to introduce market-like mechanisms into the broadcasting 
sector as a way of trying to improve the functioning of the 
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broadcasting sector. For example, there was the introduction 
of quota whereby the large broadcasting institutions like BBC 
had to outsource 25% of their programming to small inde-
pendent program producers. The hope was that that kind of 
quasi-market reform would stimulate a great deal of improved 
performance, and what we were interested in exploring was 
considering how effective that was—did the quasi-market re-
forms actually produce improved performance in the broad-
casting sector, or did they generate a lot of inefficiencies and 
problems?

Interviewer: What inspired your research into this?

Prof. Pratten: The reason why I got involved in this project was 
really because I was located in that research centre, and that 
research centre had obtained funds to carry out that research. 
We spent three years studying those quasi-market reforms and 
structural changes in the media industries—which I found 
very valuable. My main research since my PhD has always been 
methodology of economics and in particular ontology, which 
is quite an abstract field of study. So it was quite a change and 
quite a challenge for me to look at more concrete questions, 
and it was interesting for me to develop skills necessary to con-
duct that kind of empirical research. For example, we did a lot 
of case studies looking at particular firms and did extensive 
interviewing with key participants in the industry, whether 
that be commissioners within broadcasters or people at key 
regulatory agencies in the UK that had a remit to consider 
broadcasting. We also looked at government documents like 
government reports about the state of the broadcasting sector.

Interviewer: After you completed this three-year project at 
Cambridge, did you continue on this kind of research into 
broadcasting industries?

Prof. Pratten: We visited those issues a number of times. We 
did follow-up studies and looked at further developments in 
the sectors.
 
Interviewer: Thank you. My next question is, is there any other 
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area that you’re currently looking into, and if so, how are you 
planning on collecting your data?

Prof. Pratten:  I mean, a particular interest that I’ve always 
had alongside these philosophical interests is in the history of 
economic thought. My most recent research really relates to 
the theory of money developed by an Old Institutional econ-
omist called John Commons. He developed a very interesting 
and sophisticated account of the nature of money back in the 
1920s and 1930s. And I don’t think he has received the atten-
tion that he deserved. So my most recent work has been to 
re-examine John Commons’ work on the nature of money. As 
for collecting data, it’ll mostly be a close reading of Commons’ 
own texts. He published a series of very important books, in-
cluding Institutional Economics and The Economics of Col-
lective Action.

Interviewer: For my last question, may I ask you which ap-
proach you find most convincing out of all the alternative per-
spectives to conventional economics like Old Institutionalist 
and New Institutionalist thoughts?

Prof. Pratten: That’s a good question. I’m not sure if I can 
choose one of them really. I think there’s insight in many of 
the alternative approaches. I mean, I find a great deal of in-
sight in John Maynard Keynes but also there's a huge amount 
of insights to be obtained in close readings of Marx as well as 
of the Old Institutionalists like Veblen and Commons. I think 
what’s especially interesting is that while at the substantive 
level these heterodox economists have different theories, if 
you go to an ontological level—if you go to an analysis of their 
commitment at the level of nature of social reality—they actu-
ally have a lot in common.

Interviewer: Thank you very much for your time.

Prof. Pratten: Thank you, it’s been a pleasure.
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Interviewer: Hello, thank you so much for joining me today. I 
was hoping to talk about your research here at Cal. I know you 
are working in the Department of Agricultural Economics. 
What specific research projects are you currently working on?

Guo: Hi Vanessa. I would say I have broad research interests. 
However, my main research interest is in agricultural econom-
ics. Currently, I am working on two projects. One of them an-
alyzes how land certified as critical habitats affect home prices 
surrounding the habitat. For example, an area will be deemed 
a critical habitat if endangered species are found on the land. 
After certifying it a critical habitat, the use of the land will 
become limited, restricting building and any harmful activi-
ties to the ecosystem. Because of the limited use of the land, 
the land value may decrease. However, properties around the 
critical habitat increase since having a protected natural area 
is desirable.

Interviewer: What goes into determining if a property is more 
valuable when deemed a critical habitats?

Guo: The way of determining these values is through an 
econometric method called regression discontinuity. We look 
at the houses and land surrounding the border of the criti-
cal habitat. We assume that the land one kilometer from the 
boundary doesn’t have much difference from the value of the 
critical habitat. We look at the land near the boundary and 
then compare the value. 

Interviewer: Can you tell me more about how you use regres-
sion discontinuity?

Guo: Regression discontinuity is a method with the basic as-
sumption that there is a discontinuity, and on both sides of the 
discontinuity, the data is fairly similar. With regression dis-
continuity, it should run smoothly, except for one significant 
jump. In our research, the big difference is the boundary of the 
critical habitat. So if there is no discontinuity, we shouldn’t see 
any large change in price. With this dataset, we do see a jump 
that we found significant. 
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Regression discontinuity is also a very popular method in eco-
nomic research because it is very clean and intuitive. It is very 
easy to see a result just by cleaning the data and doing some 
descriptive analysis.* 

Interviewer: Regarding other work in this field, has there been 
much research investigating property values and critical habi-
tat status, or is this relatively new in the field? 

Guo: Well, in terms of this dataset, not really, but I am doing 
one other research project with this same dataset. The data 
is from Zillow, which is the largest real estate database. They 
gave us access to their dataset, and I am using it to also look 
at how political propensity affects the price. So in the most 
recent election, we expected a democratic win, but the Demo-
cratic party lost mainly because some key states swung red. Six 
states supported the Democratic Party in the previous election 
and also swung red in 2016. I want to look at the boundary of 
these states before and after the election and see if there are 
any changes of the home price. 

Interviewer: Will you be looking at state or local counties in 
terms of their politics and home values?

Guo: I am hoping to look at both, but start at the state level. 
Looking at the state level will take me maybe a month to an-
alyze. I am planning to look at the country level, but that will 
be a future step to take. 

Interviewer: Why do you believe the politics would affect the 
home pricing?

Guo: There are many potential effects. One very obvious effect 
is that the Democratic and Republican parties have very dif-
ferent stances on property taxes. The Republican party strives 
for lower property taxes for high-income households as op-
posed to Democrats who push for lower taxes for low-income 
households. So if a state switches to vote for a different party, 
property owners may believe their property taxes will change. 
Second, people with strong political affiliations may want to 
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move if their state votes for a party they do not support. So that 
is another possible issue that could change pricing.

Interviewer: What about the recent phenomenon that wealth-
ier urban individuals are Democratic and live in cities, where-
as rural areas are now mainly Republican?

Guo: That is a good question, and this is why we look at the 
boundary between the two states. To address this, regression 
discontinuity becomes applicable once again. I assume near 
the edge of the property there will be a difference between 
wealth and other factors. This analysis will account for these 
differences.

Interviewer: What about other political policies that may be 
influential? For example, could policies dictating the amount 
of welfare, the number of companies in the area, and govern-
ment programs have an effect? How could those affect home 
pricing and where people want to live? Could other factors like 
how good a school district is also affect where people live and 
the demand for those homes? With the politics influencing 
those other economic factors, could that influence your re-
sults?

Guo: Right, that is why we are looking at the states and coun-
ties that swung to a new party. So there shouldn’t be a big 
difference. I am looking at the flipped states, in which there 
shouldn’t be a big difference. But all of this is preliminary, and 
we will address these as we investigate further. 

What we have found so far is that before the election, the gap 
between the home price of the Democratic state neighbor and 
the swing state was small. After the election, the gap widened. 
This gap warrants further investigation. I speculate that the 
expectations on taxes and other policies changed, and may 
have influenced prices or influenced people to move to other 
states. 

Interviewer: This is a fascinating topic. Studying how we val-
ue properties that protect nature and how politics affects the 
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price of our homes properties are really important to investi-
gate. Thank you so much for your time and sharing your work 
with us. 

Guo: Of course. Thank you!

Further Discussion by the interviewer:

Natural landscapes have profound effects on communities, in-
cluding making people happier, less violent, and even more 
generous. Wei Guo, an environmental economist and re-
searcher at the University of California, Berkeley, is currently 
investigating the value of natural landscapes and their proper-
ty values when protected. 

Guo’s work is significant due to the large number of critical 
habitats. Many properties have been declared as critical habi-
tats, which protects and provides safe areas for 704 of the 1500 
endangered species in the United States. Guo’s map below 
shows the number of properties surrounding critical habitats. 
The gold points show the land transactions located within 
500 meters near the border of critical habitats, and the green 
points show the transactions within 1 kilometer. Guo’s work 
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and the research of other environmental economists are vital 
to the understanding of how capital value plays a role in the 
protection of our natural spaces.
 
The figures below show the number of critical habitats in the 
United States and California. These show how many areas are 
deemed vital for ecosystem and species protection. Guo gen-
erated both using the Zillow dataset. We thank Guo Wei for 
generously sharing these visuals with us.
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Mathieu

Pedemonte

Interviewed by Yash Rajwanshi
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Interviewer: First of all, thank you Mathieu for your time. Do 
you want to first introduce yourself and just talk about your 
background in Economics and why you started studying Eco-
nomics here at UC Berkeley?

Pedemonte: Hi Yash! My name is Mathieu Pedemonte, and 
I am a fifth year PhD student in the Economics department. 
Before coming here I did a Masters and B.A. in Economics at 
the University of Chile.

Interviewer: What drew you to Economics specifically?

Pedemonte: I was first drawn to Economics because I liked 
Math, History, and Trade, and I thought Economics was a 
good match for that. As I worked more with it,  I started lik-
ing research. Basically, the first time I had a question that was 
related to Economics and I saw how people had conducted re-
search to answer that question, I was interested. I really liked 
this and it lead me to a PhD.

Interviewer: What diverted you to research, specifically? Why 
pursue a PhD?

Pedemonte: The Masters that I did was very research-orient-
ed. To study in America from South America, you usually have 
to get a Masters, and the Masters that I did was very oriented 
to those who want to go to graduate school or PhD after. Be-
cause of that, the process was relatively easy, because my B.A. 
gave me an idea of my liking for research; then for the disserta-
tion of my Masters, I worked with professors and I liked that. 
I slowly worked towards it and so far I am enjoying it, so it was 
a good decision.

Interviewer: Can you talk a little bit about your current papers 
that you’re working on?

Pedemonte: For the last year I’ve been working on my job mar-
ket paper—the main paper you have to develop to get a job 
after PhD. My field is micro or empirical macro, and what I 
do is work with various professors. I looked into how com-
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munication can be used as a policy tool. So we know from 
basic economic models that expectation of what people feel 
will happen to the economy or “consumer sentiment” decides 
investment decisions, consumption decisions, and stuff like 
that. We started working on this idea and we realized there’s 
not a lot of work that looks at how communication strategies 
of politicians making a big announcement of a policy that's 
going to affect the economy affects consumer behavior today. 
Therefore, I started answering this question and looked at 
some events I could use to answer this question, which lead 
me to a radio announcement President Roosevelt made. So I 
moved into Economic History, trying to understand what hap-
pened in the Great Depression and used that setting to answer 
this bigger question I have about how announcements affect 
consumers and financial decisions.

Interviewer: Referring to your previously published writings 
online, what are some trends you have seen that caused chang-
es in consumer behavior?

Pedemonte: President Roosevelt used the radio for different 
reasons. First, he faced opposition from the media and news-
papers of the time, so he wanted to communicate his ideas 
directly. He also used it to validate and announce the policies 
that he was making. In this case, the main speech that I looked 
at is of him announcing the Social Security Act, and other pro-
grams that were part of the second wave of the New Deal. The 
idea was to provide protection and stability to households. It 
makes sense that having that stability from the state pushes 
you to start investing or begin making long-term economic 
decisions. This was important in that time because the econ-
omy was recovering, so we didn’t have that much uncertain-
ty about the state of our economy. So I feel like this policy is 
interesting because it gives you some certainty of the future. 
Also, announcing large government expenditures have differ-
ent effects today. Conventional policies for traditional banks, 
such as Goldman [Sachs], include their main way of stabiliz-
ing the economy, which is usually by controlling their policy 
rate. Today, the policy rate is relatively low and many govern-
ments have a high debt to GDP ratio, so if there’s a crisis or 
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recession tomorrow, we won’t have traditional methods to sta-
bilize the economy. This leads to more research about other 
policies we can use to recover our economy. One idea is to have 
a future tax on goods, called the conventional fiscal policy. 
You announce that you’re gonna increase taxes in the future, 
so people spend more today, providing a small boost in the 
economy that helps it recover from a recession. The speech I 
looked at talked about social security and taxes, which is why 
I study that specific event to consider how our learnings can 
be applied today based on how it worked for the government 
back then.

Interviewer: Some of your other research includes automation 
in global markets. Can you talk about that, why it interested 
you, and the methodology?

Pedemonte: My other focus was international trade, and my 
advisor and I started thinking about the idea of automation 
and how it can affect trade. The problem with automation is 
that many of the papers that look at automation think of it as 
something that is exogenous. They believe there is some sector 
in the economy that automates because of an exogenous rea-
son, and for that reason they are affected more by automation. 
We believe this might actually have more of an endogenous 
reason. For example, if you are a manufacturer in the US and 
want to outsource a part of your manufacturing process, the 
original way was to outsource to an underdeveloped country. 
But today, you can create machines to increase efficiency. That 
way, trade has roles in automation trends. We tried to make 
a model and test some implications of the model with data, 
trying to incorporate the trade mechanism that can drive au-
tomation. We are still working on this research, even though it 
has paused for a bit. 

Interviewer: You mentioned you’re wrapping up your PhD and 
then want to work. Do you want to go into research or into 
industry? 

Pedemonte: In my case, I want to find something more related 
to research. I like the research process and I have some re-
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search ideas and working papers that I want to develop. For 
that reason, I want to give a shot to my current projects to see 
if they are good enough to get published and create a career 
off of. The research market is unstable and even professors 
will tell you that you don’t know where you will end up for re-
search. Right now I am looking at universities and those type 
of jobs, but also there are some central banks and internation-
al organizations that have research roles, so I am also applying 
to those jobs. However, my main idea in the next few years is 
continuing my research.

Interviewer: After all your years studying Economics, what ad-
vice do you have for a student getting into Economics right 
now at UC Berkeley?

Pedemonte: I always say that Economics is fun, because I didn’t 
have Economics in high school and we still had big questions 
about inequality and the function of the government or po-
litical decisions. Economics gives you a lot of tools to answer 
and have an opinion about these things, and for me, I started 
understanding what was going on and I really enjoyed that. 
My first advice is enjoy Economics, don’t think about problem 
sets or specific lectures, but think about the implications of 
them and how you can develop an opinion around what you’re 
learning. Also, at Berkeley, you have access to really good pro-
fessors that are talking about new things that are super rel-
evant. You have professors that are talking about minimum 
wage, monetary policy, and all the other key current events in 
Economics. Look at professors that are interesting and take 
their classes and ask questions. Being a curious student, even 
if you don’t want to do research, is useful here at UC Berkeley 
because of the amazing faculty group. Even if you don’t want 
to do research, you should use your toolset to make a change 
in your community. Unfortunately, sometimes economists are 
valued too highly in policy decisions. However,  if you under-
stand Economics because of your education, you can use this 
power to impact your community. For example, AOC [Alexan-
dria Ocasio-Cortez], who studied Economics, is bringing up 
basic economic concepts and that leads to people taking her 
more seriously. Making the link between what you’re learn-
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ing and the world around you is important given how relevant 
Economics is to all the decisions in the world.

Interviewer: Awesome, thank you so much for your time 
Mathieu.
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Zachary
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Interviewer: Zach, thank you so much for meeting with me 
today. To start off, would you mind giving our readers a quick 
synopsis of your education and research thus far?
 
Bleemer: Sure—I did my undergraduate at Amherst College. 
I had three majors: in economics, but also math and philoso-
phy. I then went and worked at the New York Fed [Federal Re-
serve] for 2 years. I was primarily working on a project that had 
to do with student debt. The massive accumulation of student 
debt—the impact of student debt—for post graduate out-
comes for college students, in particular. We were interested in 
students who were moving home with their parents after they 
graduated. We also thought that this also had ramifications 
for the housing market because so many [new graduates] were 
moving back into their parents’ homes instead of purchasing a 
new place. So I spent two years working on questions like that 
for the New York Fed, then came here as a PhD student. 

My current research agenda examines the long-run ramifica-
tions of a long variety of university policies, primarily focusing 
on university admissions, but also looking at major choices 
and interactions between students and professors. This work 
allows me to get a sense of how these policies shape the long-
run outcomes of young people who are making extremely im-
portant choices with very limited information, and it turns out 
that which university you go to or which major you choose is 
extremely impactful of the kind of life you live after you leave 
university.
 
Interviewer: What inspired you to specifically dive into that 
field? The one of regarding education equality in that of stu-
dent loans, affirmative action, ELC, etc….?
 
Bleemer: I came out of undergrad very interested in how peo-
ple decided what to do with their lives. I saw my peers making 
big choices, and while some choices seemed good, and others 
did not. I just became interested in analyzing what mattered, 
and what didn’t, in these decisions made by young people 
and what the repercussions of those choices were. Naturally, 
I became interested in policies that forced people to choose 
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one way or another, specifically by asking: “what would have 
happened if people made a different choice?” For instance, 
race-based affirmative action is a policy that provides access 
to selective universities to disadvantaged groups of students. 
I think this is interesting for two reasons. One reason is on 
the equity side; these are students who otherwise would not 
have had access to tremendous educational resources, so as 
universities phase out race based affirmative action policies, 
they contribute to heightening social immobility in the Unit-
ed States. Secondly, these policies are interesting because they 
let you ask the question: “what would happen if people didn’t 
have access to these selective universities?” I have a lot of 
friends who chose against going to such selective universities. 
I come from rural Pennsylvania, and most of my friends went 
to local universities, so affirmative action was a way of study-
ing two groups of people: those who get into selective research 
universities, and others who don’t. After this division, you can 
follow them along and see what happens to people who make 
the selective university choice. Overall, [I think] Affirmative 
action is very positively impactful to targeted students, as 
university enrollment is very economically advantageous for 
young people.
 
Interviewer: You looked a lot at the mismatch hypothesis in 
that study; can you explain a bit more about that?
 
Bleemer: Thomas Sowell is a prominent, conservative econo-
mist, who in the 1970s, wrote a book about the ways in which 
affirmative action could be harmful to the black and Hispanic 
students that it targets. He makes a number of arguments, and 
the central argument of which is the mismatch hypothesis: the 
notion that taking a student with a low measured prepared-
ness—someone of which has low standardized test scores for 
instance—and admitting them and ultimately encouraging 
them to enroll at a selective research university where they 
will really be different than their peers in the sense that they 
will have lower test scores, often have lower income. Sowell 
was concerned that this would be, in the long run, damag-
ing to these students because they would have a difficult time 
competing in their courses and they would get pushed out of 
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lucrative and difficult fields. They would also be less likely to 
graduate because they are having a hard time getting by in col-
lege, and he thought these could lead to long run labor market 
declines for targeted students. This has recently been picked 
up by Richard Sander, who is a law professor and economist at 
UCLA, who has been a strong proponent of ending affirma-
tive action policies at selective universities. And my research 
suggests that this hypothesis is false. In other words, the no-
tion that low-testing black or Hispanic students who enroll 
in selective research institutions as a result of access-oriented 
admissions policies like affirmative action might have been 
harmed is false. It turns out that they’re likelihood of gradu-
ating increases under affirmative action. Although there’s no 
measurable impact on their likelihood of earning lucrative, 
challenging majors in STEM fields, for instance, their long run 
labor market outcomes do improve.
 
Interviewer: Do you think it’s almost harmful to take up these 
affirmative action policies or is there a better solution, such 
as “Eligibility in the Local Context?” Or can you speak to the 
ideal solution?

Bleemer: Let me first try to quantify the ramification of ending 
affirmative action. The University of California has not used 
race based affirmative action in their undergraduate admis-
sions since 1998. If you compare long-run labor market out-
comes for black and Hispanic applicants to the university in 
1997 (when they still had affirmative action), verses 1998, what 
you see is about 700 students per year who no longer attend-
ed the University of California at all. Based on the absence of 
race-based affirmative action, there are far more students who 
got pushed down the selectivity rungs within the University 
of California. They were previously able to go to Berkeley, but 
now they go to San Diego, etc. What that means is 15 years later, 
when these students are in their early 30s, California has about 
20,000 young black and Hispanic workers who earn more than 
$100k/year; these are a wealthy group of underrepresented mi-
norities, composed of high-earning young people. However, 
because we ended affirmative action, that group declined in 
size by about 3%. Call it 600-700 people who would’ve been 
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high earning black or Hispanic workers in California, who 
now weren’t because we ended affirmative action. The ramifi-
cations are modest but real.
 
Interviewer: And it’s certainly not the opposite trend, as sug-
gested by the mismatch hypothesis.
 
Bleemer: Yes, that’s certainly important. To give you a sense 
of scale, ending affirmative action was harmful to these tar-
geted groups.  You brought up Eligibility in the Local Con-
text (ELC), which was the University of California’s attempt 
at a race-neutral response to ending its affirmative action 
program. The idea is that the university would guarantee ad-
mission to 4% of students from every high school in the state 
of California. Because of dramatic heterogeneity across Cal-
ifornia high schools, you can imagine that there’s good high 
schools and bad high schools largely determined by local in-
come. At good high schools, the top 4% of kids could already 
get into a UC school and the program does nothing; but at 
a bad high school, the program is extremely impactful. So at 
these low high schools, this was targeting students who had 
already enrolled at a local community college and sending 
them a letter saying: you’ve been guaranteed admission to the 
University of California. So this was a radical change for those 
impacted students. And again, as with the case of affirmative 
action, what happens to those students? They become more 
likely to earn college degrees, more likely to enroll in graduate 
school, and their early career earnings are substantially higher. 
In fact the benefits to students scale in regards to the nega-
tive quality of their counterfactual. The worse the school the 
student would have otherwise gone to, the greater the benefit 
of getting pulled into these selective public research universi-
ties in California. That’s exactly the opposite of the mismatch 
hypothesis, which states the poorer the fit of the student, the 
harder time they’re going to have at a better university. In fact, 
the benefits positively scale for the low quality students. Your 
question of whether one policy or the other is optimal for the 
university is fundamentally a question of tradeoffs. There are a 
lot of types of disadvantaged young people and they all benefit 
from selective research universities, or at least many of these 
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groups. It’s a policy choice of who to allocate selective universi-
ty enrollment to. Both of those policies were largely impactful, 
ELC a little bit smaller than Affirmative Action but still quite 
large at 100s of students a year. It’s not the role of a researcher 
to say who should be given educational resources; all that I 
can say is that both of those groups were extremely positively 
impacted.

Interviewer: Do you think this research could inform other 
states and selective universities’ admission policies?

Bleemer: Yes, absolutely. Affirmative action policies and other 
race-based affirmative action policies are waning as a result of 
political movements and judicial actions. Public and private 
universities are now looking for alternative ways of targeting 
disadvantaged students and providing educational resources 
to them. And very much motivating this work I’ve done in El-
igibility in the Local Context in California has been to try to 
lay out the advantages of this particular alternative program, 
guaranteeing admission to students in each high school in 
the state. One state was already using this admissions policy 
before California, which was Texas. Florida and Georgia have 
implemented similar policies since. A lot of other states are 
looking at whether to implement this kind of policy and yes, I 
expect that this work will be helpful to them to gather a sense 
of whether this policy would help the students they’re target-
ing and the universities they’re affecting.

Interviewer: Are there any other similar policies that you are 
looking into?
 
Bleemer: The next policy that I will focus on and have done a 
little bit of work on is “Holistic Review.” So this is a very com-
monly used admissions policy at public and private universi-
ties; the idea of this policy is to not use fixed weights across 
applicants’ applications in determining who should be admit-
ted to the university, but instead looking at the whole student. 
Since there are many components of the [college] application, 
the policy will make a choice based on all aspects in combi-
nation to determine applications. Holistic review looks in the 



BERKELEY ECONOMIC REVIEW

38

data a lot like an affirmative action program, in that switching 
to a holistic review policy substantially increases black and 
Hispanic admissions, as well as students with low household 
income and other socioeconomic disadvantages. 
 
Interviewer: Just to clarify, this is a switch from a non-holistic 
review process that purely looks at test scores and GPA?
 
Bleemer: That’s right. Prior to holistic review, the universities 
I’ve studied still ask for the full application, but have a fixed 
set of weights across the components. 15% is test scores, 10% 
is high school grades, etc…. And there’s relative inflexibility of 
an essay overriding the information gained from test scores. 
In holistic review there is more flexibility; you can learn about 
a student’s disadvantage from their essay, or access to educa-
tional opportunity, and reweight a student’s test scores with 
that new information. The last thing I will briefly say is that 
the University of California is considering eliminating the SAT 
from its application. That would be a big choice that will likely 
be made next year. And that would act as an access-oriented 
admissions policy. If you’re not able to target admissions to-
wards high testing students, then the number of disadvan-
taged applicants would increase. So that’s another policy that’s 
of interest to some policy makers.

Interviewer: Well, that seems to be all the time we have. 
Thanks so much for talking with me!

Bleemer: Of course Konnor. It has been a pleasure. 

Interviewer: How did you convince the universities to give up 
so much data?
 
Bleemer: This is a really good question for an undergraduate 
audience. The hardest part about writing a research paper 
as an undergraduate is finding data. I work with a lot of stu-
dents writing theses or taking Econ 191 and that is the central 
challenge they face. People are able to develop technical skills 
and are completely ready by senior year to solve econometric 
problems but they have no data to work with. The key thing 
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you need to do in order to collect data is to find people who 
have data and do something for them. And it’s often difficult 
to figure out what you can do for an administrator, in my case, 
a university administrator. What I did for them was collect 
this historical information of the university that the adminis-
trators did not have, but interested them. They could tell in-
teresting stories about the university which was good PR for 
the university. Everyone wants good PR, no matter the orga-
nization that holds data. You can make this trade. Offer them 
information they do not have and in return universities have 
been willing to provide contemporaneous student records. It’s 
always a tradeoff: I do work for them, they’re willing to provide 
things to me.

Interviewer:  Thank you so much for speaking with me. It has 
been a pleasure.
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Abstract

This study provides an insightful examination of the contribution 
of the four pillars of the knowledge economy to Total Factor 
Productivity (TFP) improvements in a panel of six leading Asian 
knowledge-based economies — Hong Kong, Japan, Singapore, 
Republic of Korea, Malaysia and Thailand — over the period 1996-
2017. Based on a panel ARDL-PMG model, the results appear 
relatively fragile. Nevertheless, establishing upon the most recurrent 
relationships, it appears that domestic innovation, education levels 
and the access to ICT are important drivers of TFP enhancements.
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1 Introduction

The East Asian economic success, or what the World Bank 
(1993) defined as the “miracle,” has largely been investigated 
in the literature. There have been many attempts to offer 
explanations on the remarkable growth of Japan in the 
1950s and 1960s, the Four Tigers (Hong Kong, Taiwan, 
Singapore, and the Republic of Korea) subsequently, and 
more recently three of the ASEAN-4 (Thailand, Malaysia, 
Indonesia). Based on the growth accounting findings of 
Young (1994) and Kim and Lau (1994), Krugman (1994) 
discovered that hyper-growth in East Asia had been driven 
by factors input accumulation—the growth in quantity of 
factors of production like capital, labor, land etc. These 
findings led to a certain scepticism concerning the futures 
of the aforementioned countries’ economies, which could 
fail to sustain their economic prosperity in the future. In 
fact, the accumulation of factors of production is subject 
to diminishing returns and, hence, is by itself insufficient 
to achieve long-run growth. An upsurge in productivity is 
required to yield higher output with the same amount of 
resources to generate increasing returns.

Recognizing the necessity of higher productivity levels, 
significant research has been conducted on exploring the 
effects of Total Factor Productivity (TFP)-led economic 
growth and its determinants. TFP, often referred to as 
technology or efficiency, is the Solow residual of output 
which captures everything that is not explained by the 
traditional input factors (Solow 1956). The Solow model 
was the first model in economic growth literature which 
recognized the importance of TFP as a sustainable driver of 
economic growth and social welfare improvement. However, 
although TFP represents a central component of neoclassical 
theories, it is left unexplained and assumed exogenous. 
Endogenous growth theories have sought to understand what 
is in this black box that neoclassical theories have classified 
as exogenous. Romer (1986) and Lucas (1988) emphasized the 
importance of knowledge accumulation, both through the 
production of ideas as a by-product of work experience, as 
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well as from foreign knowledge spillovers, as the main source 
of sustainable growth.

A decade later, the 1998/1999 World Development Report 
accentuated the major role of knowledge in advancing 
economic progress and sustaining social well-being (World 
Bank, 1999). The four pillars of successful knowledge-based 
economies were identified. These economies are (1) governed 
by a supportive economic and institutional regime which 
encourages the establishment of (2) an effective innovation 
system, (3) the access to information and communication 
infrastructure, and promotes (4) the accumulation of 
knowledge and skills (World Bank 1999). In the aftermath of 
this publication, the Asian Development Bank (ADB) held 
their 39th Annual Meeting, “Innovative Asia,” to encourage 
the transition of Asian countries towards knowledge-based 
economies (Asian Development Bank, 2007). However, 
proof remains fragmented as to whether the accumulation 
of knowledge has indeed fostered TFP improvements in 
the Asian knowledge-based economies. Has that potential 
been truly realised? This study investigates the relationship 
between the four Knowledge Economy (KE) pillars and 
TFP improvements in the leading Asian knowledge-based 
economies over the period 1996-2017. 

This paper is organized as follows. Section 2 presents an 
overview of the previous empirical research. In Section 
3, the research design is described: first, the motivation 
and relevance of the study are presented; second, the data 
compiled and indicators selected are described; third, the 
econometric specifications of the model are presented. In 
Section 4 and 5, the empirical findings are interpreted, and 
the underlying policy implications are suggested. Section 
6 presents the limitations of the study and suggestions for 
future research. Finally, Section 7 concludes this study.
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2 Previous Research

With the advent of new growth theories, there have 
been a considerable number of studies that explore the 
determinants of TFP and TFP growth in East Asia. In this 
section, I review previous empirical studies which have 
considered some of the four KE pillars and their relationship 
with TFP in East Asia. Since abundant research exists, I 
present the broader lessons of the literature narrowed down 
to the most recent findings. It is clear that far more can be 
learned than I can convey here.

One of the pillars of the KE concerns the innovation system. 
Coe and Helpman (1995) constructed a theoretical model 
which presents innovation-driven growth. Based on this 
model, several studies have demonstrated varying findings 
concerning the significance of the innovation system in 
East Asia. For instance, Madden et al. (2001) compares the 
effect of domestic and foreign Research & Development 
(R&D) capital stocks on TFP growth in 16 Organisation for 
Economic Co-operation and Development (OECD) countries 
and 6 Asian economies between 1980 and 1995. They 
observe that domestic R&D expenditures have had a strong, 
positive impact on TFP in Newly Industrialized Countries 
(NICs) (Chinese Taipei, Korea, Singapore) and Asian Low-
Income Countries (LICs) (India, Indonesia, Thailand). The 
elasticity of TFP with respect to domestic R&D in this 
group of countries is more than three times higher than 
for the OECD countries. Furthermore, their results suggest 
that the impact of international R&D activities is mixed. 
On the one hand, foreign R&D spillovers are significant 
and strongly positive in Japan, Taipei, Indonesia, and 
Thailand. On the other hand, the spillover effects are not 
significant for Singapore, Korea, and India. These findings 
are disproved by Okabe (2002) who observes that, in the 
same period, R&D expenditures in OECD countries have 
promoted higher TFP levels in Singapore, Hong Kong, 
Indonesia, Korea, Malaysia, the Philippines, and Thailand. 
Moreover, the author adds that international R&D has been 
highly significant through the channel of trade, and most 
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specifically via importing manufactured goods. In fact, 
this supports the review of Isaksson (2007) which indicates 
that Foreign Direct Investments (FDI) and trade are the 
two major channels for knowledge transmission. Evenson 
and Singh (1997) show similar evidence for the strong, 
significant effect of international knowledge spillovers in 
encouraging TFP growth in 11 Southeast Asian countries 
over the period 1970-1993. However, Ang and Madsen 
(2011) criticize the R&D-led growth theories in the case of 
High Performing Asian Economies (HPAEs). They come 
to the conclusion that there has not been any long-run 
relationship between domestic or foreign R&D and TFP 
growth between 1953 and 2006. Instead, the authors prove 
the existence of a relationship between R&D and product 
variety, effectively supporting the Schumpeterian view. 

The accumulation of skills and education is another 
f unda menta l  component of  t he K E .  Accord ing to 
endogenous growth theories, human capital is the crucial 
determinant of the capacity of technological innovation 
(Romer, 1990), but also governs knowledge absorption and 
technology adoption (Nelson and Phelps, 1966). Therefore, 
in order to assess the significance of R&D expenditures 
and R&D spillovers, multiple studies have investigated the 
importance of education levels and skills. Mahmood and 
Afza (2008) analyze different knowledge components as 
determinants of TFP growth in East Asia between 1980 
and 2000. The authors find that, among various indicators 
of education, domestic R&D activities, and foreign R&D 
spillovers, only secondary education has a signif icant 
impact on TFP growth. These results are in line with 
the findings of Zachariadis (2004) on the importance of 
secondary enrolment in fostering TFP growth in OECD 
countries. In a comparative study of Asia and the OECD, 
Park and Park (2010) discover that human capital, as proxied 
by 5-year averages of educational attainment levels, has 
been a critical driver of TFP growth, especially in Asian 
economies. The authors further indicate that investment 
in human capital leads to higher levels of openness and 
more efficient governance. The positive impact of human 
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capital was recently contradicted by Yuhong et al. (2017) 
who perform a more sophisticated analysis by allowing for 
a nonlinear relationship between human capital and TFP 
growth. The authors discover that in a panel of 8 ASEAN 
countries from 1990-2014, secondary education attainment 
is, by itself, negatively related to TFP growth. Only in 
conjunction with the catch-up term – the technology gap 
– does human capital generate a positive effect on TFP 
growth. These results illustrate the importance of human 
capital in effectively interacting with technology spillovers 
from the frontier.

The ability to communicate over large distances using 
technological means is an integral part of knowledge-
based economies. However, previous studies have often 
failed to represent the correlation between Information 
and Communication Technology (ICT) investment and 
productivity improvements. According to the productivity 
paradox of Information Technology (IT), there are two 
substantial impediments to research attempting to 
illustrate this relationship: the incorrect measurement of 
outputs and inputs and the presence of lags to learning 
and adjustments (Brynjolfsson, 1993). This theory is 
often associated with the earlier quote of Solow (1987:36): 
“Computers are visible everywhere except in productivity 
statistics.” Despite the progress in measurement methods 
and the increasing availability of data on intangible assets, 
studies on the impact of ICT on aggregate TFP levels in 
Asia remain scarce. Kraemer and Dedrick (1994) challenge 
the paradox in a study of 12 Asia-Pacific countries between 
1984 and 1990. Their findings show a strong correlation 
between investment in computer hardware and software 
and productivity advancement. Moreover, they confirm 
that education is highly correlated with ICT, as modelled by 
Nelson and Phelps (1966). Similarly, Ahmed (2017) identifies 
the role of human capital and ICT in eight countries from 
the ASEAN5 and East Asia. The results indicate that 
productivity growth is positively inf luenced by ICT and 
human capital in the period 1965-2006.
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Knowledge-based economies require an economic and 
institutional regime that establishes adequate incentives. 
The role of the government in fostering productivity 
growth has received increasing attention in recent years. 
In their findings, Park and Park (2010) identify the roles 
of integration and government effectiveness, although of 
less significance than that of human capital, as drivers of 
TFP improvements in the OECD and Asia between 1992 
and 2007. These results confirm the conclusion of Rodrik 
(1997) concerning the importance of institutional quality in 
fostering TFP growth in East Asia. According to Rodrik, the 
institutional context in which government interventions 
are implemented is highly important. Nevertheless, the 
question of whether governments should intervene or 
not has been the subject of much debate in the literature. 
While some economists support the “governed market” 
view, or the idea that governments should intervene in 
the markets, others support the “free market” theory 
of laissez-faire governments. According to Nelson and 
Pack (1999), government intervention has represented a 
critical component of TFP enhancements in Asia between 
1960 and 1996. Governing entities have been able to 
establish efficient policies and public investment efforts 
to foster major structural changes and allow resource 
reallocations. Furthermore, Thomas and Wang (1996) 
analyze panel data for 58 developing countries and 10 East 
Asian economies between 1960 and 1990. They measure 
two indices of government intervention. On the one 
hand, the index of government integration and stability 
is significantly correlated with TFP growth. On the other 
hand, government expenditures are a non-linear driver 
of TFP growth. Nevertheless, the authors recognize that 
investigations into the influence of government intervention 
on TFP is hazardous as it depends on the nature and the 
quality of intervention. In fact, Knowles and Garces-Ozanne 
(2003) argue that government spending is an inadequate 
proxy of government intervention as it fails to capture the 
non-financial public inf luence. In East Asia particularly, 
government ownership of key businesses, banks, and real 
estate, or the specific laws and regulations established, are 
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other serious ways through which governments influence 
TFP. They examine dif ferent proxies of government 
intervention. They find that red tape has had a positive 
effect on productivity, while government ownership has had 
a negative effect. Furthermore, there appears to be weak 
evidence for price controls influencing TFP.

3 Research Design

3.1 Motivation
The conclusion that can be drawn from the above section is 
that the existing empirical literature is highly fragmented. 
In fact, although previous studies have analysed different 
determinants of TFP and TFP growth in Asia, with amongst 
them knowledge variables, no study has gathered the four 
pillars of the KE yet. This study is therefore of academic 
relevance as it f ills this important gap in the existent 
literature on TFP. Moreover, this study focusses on the most 
recent figures and analyses the most recent data so far in 
this regard.

Source: Asian Development Bank (2014)
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1 - Taipei, the fourth Tiger and the Asian economy ranked first with the highest 
KEI, was excluded from the sample because of the lack of country-specific data 
distinguished from the series of Mainland China.

      Most importantly, this study is of social relevance as it 
aims at guiding Asian policymakers in the establishment 
of sustainable development measures which create social 
welfare. The Knowledge Economy Index (KEI) scores 
depicted in Figure 1 reveal that most Asian economies 
per form below the OECD average in es tabl i sh ing 
knowledge-based economies for economic development. 
Only four countries – Taipei, Hong Kong, Japan and 
Singapore – lie above the OECD average index of 8.25. 
According to the ADB, the economies on their transition 
towards knowledge-based economies should learn from 
the Asian leading knowledge-based economies which 
have already achieved a remarkable transition (Asian 
Development Bank, 2014). Because it would be financially 
unsustainable for those developing economies to invest into 
the four knowledge pillars simultaneously, governments are 
advised to learn from the experience of the leaders in order 
to identify the most efficient investment portfolio that will 
lead them to long-run enhancements of TFP levels. 

In this objective, this study analyses the effect of knowledge 
components on TFP in a panel of the six leading Asian 
knowledge-based economies according to the KEI scores: 
Japan, three of the Four Tigers (Hong Kong, Singapore, and 
Republic of Korea)1 and two NIEs of Southeast Asia (Malaysia 
and Thailand). An attempt is made to test for the hypothesis 
that TFP levels depend upon the four pillars of the KE, as 
mentioned by the World Bank (1999). For this purpose, the 
general form of the model is:

where TFP in country i is assumed to be a function of past 
TFP levels and four vectors of variables representing the four 
pillars of the KE: (1) the innovation system, (2) education 
and ski l ls, (3) the information and communication 
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2 - Another common approach has been to specify the general production func-
tion in its translog form (Caves et al., 1982).

infrastructure, and (4) the economic and institutional 
regime.

3.2 Data and Variables Description
This study uses macro-level annual data for a panel of 
six leading Asian knowledge-based economies cited 
above. The use of panel data allows to reduce the issue of 
multicollinearity among explanatory variables and enables 
to control for the effects of missing or unobserved variables. 
Moreover, the panel data helps to overcome the issue 
of limited data availability and increases the number of 
observations and degrees of freedom. Regarding the time 
period, the main focus of this study is to analyse the period 
of transition towards knowledge-based economies, i.e. the 
most recent decades. Accordingly, data spanning 22 years 
from 1996 through 2017 is analysed. Next, I elaborate on 
each variable used in the model.

Total Factor Productivity

In this study, I measure TFP levels for each country. 
The measurement has been founded on its theoretical 
foundation (Solow, 1957). The framework is based on the 
aggregate production function. Building on the existent 
literature, I decide to specify the production function in its 
most common style, in the Cobb Douglass form2:

where Qit represents aggregate output in country i at 
time t, and is a function of the stock of physical capital, 
Kit, labour inputs, Lit, and TFP, Ait. TFP dictates the shifts 
in the isoquants of the production function. Equation 2 
indicates that an increase in TFP has the effect of increasing 
the productivity of both input factors in a Hicks-neutral 
manner (Hicks, 1966). I derive the Solow residual directly 
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3 - I compute the labour force by multiplying the number of persons engaged per 
thousand individuals with the average annual hours worked.

from the above equation:

Time series from the Penn World Table 9.1 are used to 
compute Equation 3 (Feenstra, Inklaar et Timmer 2015). The 
series used are the real GDP, the capital stock, the labour 
force3 and the share of labour payments. Only under two 
crucial assumptions can I compute  and  with the values 
of labour payments data available. First, I assume that 
capital and labour markets are perfectly competitive and, 
hence, that the marginal product of each factor equals its 
respective price. Thereafter, I build upon the assumption 
that production is characterized by constant returns 
to scale, i.e. α+β=1, to allow for the derivation of capital 
payments from the available labour payments series. The 
Solow residuals, “TFP”, that I compute for each individual 
country are displayed in Table A1.

Innovation System

The innovation systems – within firms, research centres, 
universities, think tanks, and others – in knowledge-based 
economies must conduce the creation and assimilation of 
knowledge and new technologies. The quality of innovation 
systems is hardly measurable. In the existent literature, it 
is often proxied by the stock of R&D investments measured 
with Gross Domestic Expenditure on R&D (GERD) or the 
number of researchers. Another commonly used indicator 
of innovation is the stock of patent grants. Nevertheless, 
whereas R&D figures represent input in the production of 
knowledge, patent counts provide a measure of the output. 
Presumably, patents represent the ideas themselves and, 
hence, the underlying knowledge stock (Hall, Griliches and 
Hausman, 1986). Consequently, in this study the variable 
representing the internal innovation, “Innov”, is based on 
resident patent data retrieved from the World Intellectual 
Property Organization (2018). Limited by the availability of 
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data on resident patent grants, resident patent applications 
series are used instead.

Building on Gri l iches (1980), knowledge stocks are 
constructed from cumulated patent applications by applying 
the perpetual inventory method:

where Pi,t is the stock of resident patent applications in 
country i at time t, which depends on the change of resident 
patent applications at time t, Pi,t, and the depreciated patent 
stock of the previous period 1-δPi,t-1. Consistent with the 
literature, the patent stock preceding the initial year is 
generated with the formula  , where ∆Pi,0 is the 
number of resident patent applications in the first series 
available, and gi is the average growth rate of patent 
applications in country i. The attempt to estimate the rate 
of obsolescence of knowledge represents a major research 
theme by itself and is beyond the scope of this paper. The 
latest study done by Park, Shin and Park (2006) on the 
depreciation rate of patents estimated an average rate of 
13 .3% for the period 1985-1999 in the United States. 
Therefore, I assume a constant patent stock depreciation 
rate of 13.3% for all sampled countries.

Knowledge is not only created internally but may also be 
imported from advanced foreign countries. Two major 
channels exist through which knowledge spillovers can arise 
(Isaksson, 2007). On the one hand, a common channel of 
knowledge is FDI. Interactions between countries represent 
an important transmission of knowledge. Moreover, FDI 
increases the competitiveness of domestic firms for which 
innovation becomes vital. The variable “FDI” is measured by 
the inward stock of FDI retrieved from the United Nations 
Conference on Trade and Development (UNCTAD, 2019). 
On the other hand, knowledge and ideas may f low across 
national borders via international trade. Technological 
know-how may be embodied in certain goods or services 
imported from advanced foreign countries. Knowledge 
spillovers through imports are represented by the variable 
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4 - 1980 for Republic of Korea and Thailand, 1983 for Hong Kong and Japan, 1985 
for Malaysia and 1995 for Singapore.

“Import,” measured by total imports series provided by the 
World Bank Database (World Bank, 2019).

Education and Skills

The level of education and skills drives the speed of 
technological innovation (Romer, 1990) and the degree of 
absorptive capacity (Nelson and Phelps, 1966). Indeed, the 
significance of technology transfers through both FDI and 
trade channels highly depends on the degree to which one 
can absorb new knowledge and adopt new technologies. 
Countries should encourage the accumulation of skills 
and emphasize an education of quality which enables 
populations to create, share, and use knowledge efficiently. 
T he measurement of human capita l  has at t rac ted 
considerable attention in the literature. School enrollment 
or education attainment have often been used as proxies. 
However, these metrics do not represent the quality 
of educational systems which varies across countries. 
Moreover, those proxies do not represent the outcomes of 
education from sources other than school such as families 
or trainings. Hanushek and Kimko (2000) constructed a 
metric that aims at representing cognitive skills, based on 
average test scores on the PISA test. Constrained by the 
availability of time series data for this metric, the variable 
indicator of human capital in this study, “Educ,” is computed 
from the index considering average years of schooling (Barro 
and Lee, 2013; Cohen and Soto, 2007; Cohen and Leker, 
2014), and the rate of return to education (Psacharopoulos, 
1994) retrieved from Penn World Table 9.1. This human 
capital index not only represents school education, but also 
abilities or skills accumulated from experience at work or 
from external education or trainings.

Information and Communication Infrastructure

Efficient information and communication infrastructures 
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integrate personal computers, mobile phones, and the 
Internet efficiently to facilitate the sharing and accessibility 
of knowledge. Countries must use ICT to embrace the 
characteristics of the knowledge economy such as openness, 
efficiency, and interaction, in order to allow the exchange 
of knowledge across borders. This third pillar is represented 
by the variable “ICT” measured by the population using the 
Internet per thousand individuals retrieved from the World 
Bank Database (World Bank, 2019).

Economic and Institutional Regime

Considering North and South Korea or mainland China and 
Hong Kong, it is clear that divergence in economic outcomes 
highly depends on national differences in the quality 
of economic policies and institutions (Olson, 1996). In a 
knowledge-based economy, the economic and institutional 
regime must introduce appropriate policies that conceive 
dy namic and f lour ishing economic env ironments. 
Institutions of quality incentivize the eff icient use of 
existing knowledge and encourage individuals to engage 
in innovation and the creation of new ideas. According to 
Hall and Jones (1999), it is institutions and policies – the 
social infrastructure - that influence the nature and quality 
of investments made into capital, skills, and technology, 
and hence, drives the differences in productivity levels 
across countries. In this study, I follow their specification 
of the social infrastructure for the measurement of the 
fourth pillar. Indeed, I use similar series from the data 
assembled by the PRS Group in the International Country 
Risk Guide providing ratings according to 22 variables (PRS 
Group, 2019). Following Knack and Keefer (1995), I take into 
consideration the following components: (i) law and order, 
(ii) bureaucracy quality, (iii) lack of corruption, and (iv) 
investment profile, which considers the risk of expropriation 
and government repudiation of contracts. Additionally, I 
consider two extra components: (v) government stability 
and (vi) democratic accountability. For each index, a 
maximum score of 6 signifies very low political risk and, 
hence, high quality of institutions. In total, six of the 
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Political Risk Components, for which equal weight is given, 
are used to construct an index of social infrastructure, 
namely “Institu.”

In Table A2, a summary of the variables along with their 
descriptive statistics and data sources is presented. All 
indicators in million dollars have been deflated to 2011 real 
constant values using the GDP deflator to account for the 
price effect. Building on the 1998/1999 World Bank Report, 
I hypothesize that each of the four pillars of the KE should 
have a positive impact on TFP levels (World Bank, 1999).

3.3    Econometric Specification of the Model
In order to investigate the relationship between the 
aforementioned variables and TFP in a sample of 6 leading 
Asian knowledge-based economies, the study adopts a 
panel Autoregressive Distributed Lag (ARDL) model based 
on the techniques introduced by Pesaran et al. (1999). This 
econometric framework is adequate for several reasons. 
First, the panel ARDL model is highly efficient for small 
sample sizes as in the case at hand (N=6). Second, this 
model corrects for endogeneity by including a certain 
predetermined number of lags—notably the lagged values of 
the dependent and independent variables. Third, and most 
importantly, the ARDL approach allows the examination of 
long-run and short-run relationships, as well as the speed 
of adjustment from the short-run disequilibrium to the 
long-run equilibrium. In other words, the ARDL model 
provides more sensitive and precise estimations, which may 
adequately guide policymakers. Under the assumption that 
long-run coefficients are homogenous across the selected 
countries, I decided to analyze the Pooled Mean Group 
(PMG) estimator of the ARDL model (Pesaran et al., 1999). 
This estimator, which involves both pooling and averaging, 
allows the intercepts, the short-run coefficients, and the 
error variances to vary across countries.

The re-parameterised panel ARDL (p, q, q, …, q) error 
correction model is specified as follows: 



Volume VIII

57

In Equation 5, Xit is the vector of explanatory variables 
detailed in the previous section in their logarithmic 
form: ln (Innov) , ln (FDI) , ln (Import) , ln (Educ) , ln (ICT) 
, and ln (Institu) . The first parenthesis represents the 
Error Correction Term (ECT), preceded by the speed of 
adjustment coefficient i. The parameters i represent the 
long-run effects of the explanatory variables. The remaining 
parameters ij* and ij*' illustrate the short-run relationships. 
The constant i is the country-specific fixed effect and p,q 
are the optimal lag orders.

Before estimating the model, a series of specifications and 
diagnostics must be performed. First, in order to avoid 
multicollinearity, it is encouraged to practice a correlation 
analysis of the selected variables. The results are illustrated 
in Table A3. I decided to not include ln (Import)  together 
with ln (Educ) , and ln (Innov)  with ln (ICT)  because of 
their respective high correlations (0.862 and 0.766). The 
level of multicollinearity between the explanatory variables 
remains generally high and represents an issue that will be 
considered in the following section.

Furthermore, it is important to avoid encountering spurious 
relationships with the presence of variables integrated of 
order 2. To test for stationarity, a variety of unit root tests 
are performed. The Levin, Lin and Chu (2002) test assumes 
common unit root, and the Im, Pesaran and Shin (2003) 
and the Fisher ADF (Choi 2001) tests assume individual unit 
root. The findings are reported in Table A4. The results 
from the three unit root tests agree on the degrees of 
stationarity of ln (TFP) , which is of order 0, and ln (FDI) , 
ln (Import) , ln (Educ)  and ln (Institu)  which are of order 1. 
The remaining variables ln (Innov)  and ln (ICT)  are of order 
0 under the common unit root test and of order 1 under 
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the individual unit root tests. Nevertheless, those findings 
reveal that, independent of which test is being used, no 
variable is integrated of order 2. Hence, this confirms that 
the panel ARDL model can be employed.

After the confirmation of mixed stationarity status, the 
Pedroni (1999, 2004) and Kao (1999) panel cointegration 
tests are performed to examine the existence of a long-
run relationship between knowledge components and TFP. 
Pedroni considers both pooled-within dimension tests 
and group-mean-between dimension tests. The results 
are depicted in Table A5 and A6. On the one hand, 2 of 
the 11 Pedroni statistics reject the null hypothesis of no 
cointegration. On the other hand, the Kao residual panel 
cointegration test reveals that the null hypothesis of no 
cointegration is rejected at the 1% significance level. I 
conclude that there exists a long-run relationship among 
the variables.

4 Empirical Results

After a series of trial regressions, it appears that the pillars 
of the KE are relatively fragile, in the sense that the signs 
and/or statistical signif icance of the coeff icients vary 
between different model specifications (i.e. the combination 
of variables included). Because all components of the KE 
are interconnected, the issues of multicollinearity and 
omitted variables weaken the robustness of the estimated 
coeff icients. The Extreme Bounds Analysis (EBA) is a 
helpful statistical exercise developed by Learner (1983) 
that investigates the robustness of explanatory variables 
for all possible combinations. However, I do not possess 
the statistical package that is required to implement an 
EBA. Alternatively, I run a large series of regressions for all 
possible combinations of explanatory variables, taking into 
consideration multicollinearity. Table A7 is a summary of 
the signs and significance levels of the long-run ARDL-PMG 
estimators for such combinations. 

Firstly, in panel (I), I regress TFP on each explanatory 
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5 - The optimal lag length of the panel ARDL (3, 2, 2, 2, 2, 2, 2) is selected accord-
ing to the Akaike Information Criterion (AIC).

variable individually. Each variable appears as a significant 
driver of TFP but ln (Import) . Moreover, it has been 
recognized earlier that ln (Import)  is highly correlated 
with ln (Educ) . Therefore, the temptation is to exclude 
ln (Import) . Because the variable ln (FDI)  is already an 
indicator of knowledge spillovers, this exclusion does not 
conceal the representation of foreign knowledge spillovers 
in the model. Secondly, it can be inferred from the multiple 
model specifications in panel (II) that all the variables 
are, indeed, relatively sensitive. The least fragile variables, 
whose coefficients remain significant and of the same sign 
most of the time irrespective of the model specification 
are ln (Innov) , ln (Educ) , ln (ICT)  and ln (Institu). The first 
three variables remain significantly positive and ln (Institu)  
significantly negative, most of the time. Building on these 
sensitivity results, I select the most appropriate model 
specifications, i.e., the regressions which reproduce those 
recurrent relationships. These models are illustrated in 
Table 1. In order to avoid multicollinearity, only three pillars 
of KE are included at a time. Column (a) cumulatively 
illustrates the innovative system (internal innovation), 
the educational system, and the institutional regime. 
In column (b), the innovative system is indicated by the 
external innovation. Column (c) shows the educational and 
institutional systems together with the ICT pillar. 

The f i rs t panel presents the short-run ARDL-PMG 
es t imates .  T he ECT, which indicates the speed of 
adjustment from short-run disequilibrium to long-run 
equilibrium, is expected to have a negative sign. In the 
case at hand, the ECT is always negative and of magnitude 
between -0.021 and -0.066. This suggests that the deviation 
of variables from the short-run to the long-run equilibrium 
is adjusted and corrected by 0.021% to 0.066% annually. 
However, the estimated coefficients are not statistically 
significant. The first and second lagged dependent variables 
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Source: Author’s calculations. Note: t-statistics in parentheses. 
*p<0.1, **p<0.05, ***p<0.01
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have positive and negative coefficients respectively. This 
suggests that TFP in the current year depends positively 
on the change in TFP from the previous year but negatively 
from that of two years prior. Nevertheless, these estimates 
are only statistically significant at the 5% significance level 
once that domestic innovation is not controlled for.

The lagged indicator of domestic innovation seems to 
have a positive impact on TFP in the short run at the 10% 
significance level. This suggests that a 1% increase in the 
stock of resident patent applications in the previous year 
increases TFP by 1.032% in the current year, ceteris paribus. 
The estimate for knowledge transmission in the current 
year appears to be significantly positive. A 1% increase 
in the inward stock of FDI in the current year increases 
TFP directly by 0.1% in the same year, ceteris paribus. 
Next, a surprising observation concerns the coefficient 
of education and skills in the short run. According to the 
estimates, the human capital index negatively inf luences 
TFP in the short run. Nevertheless, only lagged estimate of 
the model including domestic innovation is significant at 
the 5% significance level. Furthermore, the two remaining 
pillars, indicated by ICT and institutional quality, seem 
to positively influence TFP in the short run. However, the 
estimated coefficients are not significant. In conclusion, 
the short-run estimates of the KE variables are mainly 
insignificant. This signifies that the four pillars which 
promote the accumulation, creation, and efficient use of 
knowledge do not seem to have an immediate impact on 
TFP levels in the six sampled countries, probably because of 
adjustment efforts. 

The existence of a long-run relationship among variables 
that was ascertained in Pedroni (1999, 2004) and Kao (1999) 
cointegration tests in the previous section is again inferred 
from the statistical significance of the long-run coefficients 
in panel 2. 

With respect to the effects of KE components on TFP 
levels, the long-run PMG estimates do not always support 
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the short-run findings. The first variable, representing 
domestic innovation, appears as a significant driver of 
TFP enhancements at the 5% significance level. However, 
the magnitude of the coefficient remains relatively small. 
In fact, a 1% increase in the stock of resident patent 
applications leads to a 0.323% increase in TFP in the 
long run, ceteris paribus. Nevertheless, it is important to 
recognize that domestic innovation is proxied by the stock 
of resident patent applications, instead of grants. Hence, 
only some of these registered patents are granted and can 
be exploited. Thus, this proxy represents the outcome 
of R&D activities – the production of ideas – but not the 
degree to which these ideas or innovations are exploited 
in the production process or adopted by households. This 
measurement may affect the significance and magnitude 
of the estimate. On the other hand, the coefficient of the 
indicator of foreign knowledge spillovers does not have the 
expected positive sign and is insignificant. As inferred from 
Table A7, ln (FDI)  is the most fragile variable and according 
to Learner (1985:1), “a fragile inference is not worth taking 
seriously.” 

The second pillar of the KE, education and skills, represents 
a substantial driver of TFP long-run improvements, 
contradicting the previous short-run findings. According to 
the long-run estimates, a 1% increase in the index of human 
capital leads to about 4% increase in TFP, ceteris paribus. 
Those results satisfy the earlier stated hypothesis.

Similarly, the long-run estimate of ICT is positive and 
significant. This suggests that in the six sampled countries, 
the more individuals that use the Internet, the higher the 
TFP levels in the long run. 

The indicator of economic and institutional regime has a 
significantly negative impact on TFP levels in the long run. 
In other words, the social infrastructures in the six leading 
Asian knowledge-based economies have contributed 
negatively to TFP levels. Despite the fact that these results 
contradict the hypothesis of positive influence, they seem 
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consistent with most of the model specifications in Table 
A7. This contradicts the findings of Rodrik (1997), who 
emphasized the importance of institutional quality in 
implementing the right policies fostering TFP growth in 
East Asia.

5 Policy Implications

It is hazardous to draw conclusions from data that are 
relatively fragile. Nevertheless, a few policy suggestions may 
be inferred from the least fragile recurrent relationships 
that have appeared at this stage. It is clear from the above 
exercise that measures are expected to differ depending 
on whether the objective is to foster TFP improvements 
in the short run or in the long run. In the case at hand, on 
the topic of sustainable productivity-led growth, the target 
should be on the long-run impact of the KE pillars. The 
long-run estimates suggest that there are three key areas in 
which knowledge can foster TFP enhancements in the six 
sampled countries.

The long-run elasticity of TFP with respect to education 
and skills is substantial. This suggests a human capital-
led TFP growth in the selected economies, supporting 
the new growth theories (Romer, 1986; Lucas, 1988). The 
quality of education has been the priority of the East Asian 
welfarist system (Gough, 2004a; Aspalter, 2011). Those 
economies have taken into consideration the fundamental 
changes of the century and have shifted the focus of 
their educational system accordingly. Their ideology of 
“learning to learn” revolves around three emerging needs: 
(1) learning and innovation, (2) digital literacy, and (3) 
social and emotional skills (Kattan and Bend, 2018). This 
focus on the accumulation of appropriate knowledge and 
competencies needed in knowledge-based economies may 
be the reason why human capital has been a significant 
driver of TFP improvements. This modern approach to 
learning should be maintained in the future. However, one 
issue that policymakers should consider while increasing 



BERKELEY ECONOMIC REVIEW

64

human capital is the potential issue of “brain drain.” In East 
Asia, an increasing number of educated and high-skilled 
individuals seek better career opportunities abroad (Yap, 
2017).

The promotion of a dynamic innovation system is also 
needed to achieve a successful growth of TFP in the long 
run. Although the elasticities of TFP to foreign knowledge 
appear larger in East Asia than in OECD countries in 
previous research, knowledge transfers through the FDI 
channel is highly fragile and mostly insignif icant in 
this study. However, TFP growth can be relatively more 
robustly attributed to domestic innovation. In order to 
build a stronger “Innovative Asia,” as claimed by the ADB, 
East Asian economies should ensure the protection of 
intellectual property rights and invest in the R&D sectors, 
from universities to research institutes.

In this study, the productivity paradox has been defied. In 
fact, the availability of ICT appears to be a third means of 
enhancement of TFP levels. The inclusion of technology in 
the innovative and educational systems and in the business 
environment should remain a policy priority in East Asia. 
The promotion of the digitally-enabled economy was the 
subject matter of the 13th East Asian Summit. The ASEAN 
ICT Masterplan (AIM) 2020 then discussed is an example 
of an appropriate measure promoting affordable access to 
digital technologies and aiming towards the decline of the 
digital divide in East Asia (ASEAN 2016).

According to the long-run estimators, institutional quality 
has had a significantly negative effect on TFP in the long 
run in the six sampled East Asian economies. These 
unexpected results contradict with Rodrik’s (1997) findings 
and with my previously stated hypothesis. Nevertheless, 
it would be a wrong inference to draw fast conclusions 
from these empirical results with respect to the influence 
of the fourth pillar. On the one hand, the different indices 
representing the quality of institutional regimes as retrieved 
from the PRS Group might have been improperly presented 
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or measured. On the other hand, the quality of institutions 
in establishing policies targeting knowledge accumulation 
is not only captured by the index used in the exercise. In 
fact, it is also partly revealed through the implementation 
of appropriate programs for the three other pillars. For 
instance, governments that have carried out efficient and 
effective measures in the objective to foster capacity-
building education is captured in the estimate coefficients 
of Educ. The adoption of the right policies at the right time 
may have been a crucial driver of TFP, as suggested by 
Nelson and Pack (1999).

Although those findings are applicable to the sampled 
group consisting of Hong Kong, Japan, Singapore, Republic 
of Korea, Malaysia, and Thailand, the ADB advised the rest of 
Asia in its transition towards knowledge-based economies to 
take the experiences of those leaders as examples. Thus, not 
only do the following policy suggestions apply to the Asian 
leaders, but they may also guide policymakers in developing 
Asia to take the right paths to move faster towards the 
technology frontier. These KE factors should not be seen in 
isolation, however. Depending on the country’s initial level 
of development, a set of essential factors (i.e., sanitation), 
may be considered first before shaping the country’s status 
towards knowledge-based players.

6  Limitations and Future Research

The results of this exercise need to be interpreted with 
care since the dependent variable is TFP, one of the most 
ambiguous concepts in economics. TFP is the residual that 
measures what cannot be explained by the observable 
input factors. Abramovitz (1956:11) goes so far as to call it 
the “measure of our ignorance.” The controversy around 
the concept, measurement, and interpretation of TFP 
has been the subject of a large literature. The concept 
of TFP depends critically on its arbitrary definition and 
is based on strong assumptions. Hence, there is ample 
scope for mismeasurement and ambiguity. In this study, 
the calculation of TFP was founded on bold assumptions, 
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following Solow (1957). Eventually, the aggregate production 
function was assumed to be in the Cobb Douglas form, 
displaying constant returns to scale. Future studies should 
reconsider the use of more sophisticated methods of 
measurements of TFP and verify if the results described 
in this paper are consistent across different measurement 
approaches. For instance, non-parametric approaches do not 
rely on the predetermined specification of any functional 
form. For instance, the Törnqvist index is a non-frontier 
approach which computes the weighted differences in the 
growth rates of outputs and inputs, as seen in Diewert 
(1976). Another possibility is the Malmquist index which is 
a frontier approach that calculates the ratio of the distances 
of each data point relative to a common frontier (Caves et 
al., 1982).

Furthermore, TFP is largely sensitive to the measurement of 
input factors. Because of a lack of available data, the capital 
utilization was not considered in this study. However, 
according to Burnside et al. (1995) and Basu (1996), failing 
to account for capital utilization rates may lead to under- 
or over-estimation of TFP figures. Therefore, correcting for 
cyclical variations in capital services is necessary to account 
for the true variation of TFP levels over time. Although 
these possible future studies may help to relax some of my 
assumptions, one cannot escape making some assumptions.

Additionally, this study analyzes aggregate TFP and, 
hence, does not discriminate between different sectors 
of production. Nevertheless, the four pillars of the KE 
might not have similar impact on TFP levels across all 
industries. Future micro-level research would allow a 
more precise analysis of the knowledge-TFP relationship 
in different sectors of production or firms. It would allow 
the formulation of more sensitive policies in the future. 
Moreover, the large inherent variation in firm-level data 
should neutralize errors and ambiguities stemming from 
the measurement of TFP (Syverson, 2011).

The accuracy of empirical results is additionally hindered 
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by the scarcity and inadequacy of data. The series compiled 
were in inadequate form and, hence, subject to multiple 
manipulations. For instance, the calculation of knowledge 
stocks was based on strong assumptions concerning the 
depreciation rate of patents. Moreover, the scarcity of 
data series highly constrained the selection of proxies for 
the indicator of each of the four pillars. Consequently, 
it is not clear whether the results of Table 1 represent 
the real phenomena that were meant to be measured 
or are just another ref lection of insufficient data. For 
robustness matters, future studies should envisage the 
analysis of different proxies and indicators. For instance, 
the innovation system could be proxied by domestic R&D 
expenditures, whereas foreign R&D expenditures could 
indicate knowledge spillovers. Moreover, education and 
skills could be proxied by the measure of cognitive skills 
constructed by Hanushek and Kimko (2000). Additionally, 
the Classi f icat ion of the Funct ions of Government 
(COFOG) could be considered to investigate into gross 
expenditures into knowledge domains, as an indicator of 
government interventionism rather than of institutional 
quality. Similarly, future research may consider some of 
the KE normalized proxies compiled in the Knowledge 
Assessment Methodology (KAM) (Chen and Dahlman, 
2006). Interaction variables could be examined too. More 
specifically, future research subject should analyze the 
effect of interacting education with the indicators of each of 
the other three pillars.

6  Conclusion

In light of the major role of TFP in raising living standards 
and fostering sustainable economic prosperity, new growth 
theories have acknowledged the role of knowledge as the 
heart of economic development (Romer, 1986; Lucas, 1988). 
In 1999, the World Bank published a symbolic report 
advancing strategies for building KEs and underlined four 
key ingredients for a successful transition: (1) the innovation 
system, (2) education and skills, (3) ICT infrastructure, and 
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(4) the economic and institutional regime. The progression 
towards knowledge-based economies has been disparate in 
Asia and only a handful of Asian economies have led their 
transition. This research work fills the gaps in the existing 
literature as it aims at analyzing the relationship between 
the four knowledge pillars and TFP for six successful Asian 
knowledge-based economies. The ARDL-PMG approach 
by Pesaran et al. (1999) is applied on the period spanning 
between 1996 and 2017. Nevertheless, the statistical 
illustration of the intimate relationship between knowledge 
and TFP is laborious and the results lack robustness. 
Nevertheless, based on the least fragile variables and the 
most recurrent relationships, the study concludes that three 
knowledge pillars have enhanced TFP in the six sampled 
economies: domestic innovation, the level of education and 
skills, and the access to ICT.  25 years after the alarming 
predictions of Krugman (1994) concerning the future of East 
Asia, my results suggest that, thanks to the contribution 
of those three KE pillars, a persistent positive growth path 
will be sustained. Moreover, developing Asian economies 
are advised to shape their own priorities in the lens of 
these findings. Taking example of the experience of the 
Asian leaders may help them to pursue their transition and 
improve their national productivity. I believe that this study 
can guide the transformation of Asia into an advanced 
knowledge-based player. 
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Wage Workers
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Abstract

This paper adopts a difference-in-difference methodology first 
employed by Linnerman (1982) to determine how the 2016 UK 
National Living Wage has affected subsequent employment 
probabilities of those with low wages. Longitudinal data has been 
sourced from four consecutive Labour Force Surveys straddling the 
implementation date (1st April 2016) of the new minima in order to 
determine this effect. Estimates suggest there are negative effects on 
employment for those on low wages that are statistically significant 
from zero and increasing with the duration of time analysed. 
Regional tests present evidence that regions of medium incidence 
of low pay are the worst affected areas, while sex tests conclude men 
are more adversely affected than women, although these results lack 
statistical significance.

“The central challenge facing policy makers when introducing 
minimum wage legislation is to raise the pay of low paid individuals 
without harming their employment prospects.” – (R. Dickens, R. Riley 
and D. Wilkinson, 2015)
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1 Introduction

On the 1st of April 2016, the National Living Wage (NLW) 
was introduced in the UK.  The aim of the policy was to 
raise wages for more experienced workers by introducing 
a premium for those aged 25 and over. The premium took 
the form of an additional 50p per hour bringing the total 
National Minimum Wage (NMW) to £7.20. This change 
represents the largest nominal increase in the UK minima 
since the introduction of the NMW on 1st April 1999.

As noted by Dickens et al., (2015) “the central challenge facing 
policy makers when introducing minimum wage legislation is 
to raise the pay of low paid individuals without harming their 
employment prospects.” The NLW was introduced to tackle 
poverty, however, if its implementation has led to individuals 
losing their jobs then the policy may be counterproductive 
to its aims. This paper seeks to determine the effect the 
NLW has on employment probabilities of low paid workers 
in the U.K., utilizing a standard difference-in-difference 
methodology first adopted by Linnerman (1982). Section 

Figure 1 - UK National Minimum Wage over Time
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2 of this paper gives an overview of the vast literature that 
has been published on the employment effects of legislative 
minima. Sections 3 and 4 explain the estimation strategy and 
data that will be used in order to conduct analyses on the 
effect of NLW. Results for the basic specification and checks 
of robustness are presented in sections 5 and 6 respectively.  
Section 7 provides concluding remarks of the analysis.

2 Literature Review

2.1    Economic Theory

Employment implications of national minima have long been 
a pivotal source of debate within labour economic literature. 
Traditional theory suggests that a binding minimum wage 
in a single competitive labour market with homogenous 
workers will lead to a reduction in employment, given that 
the minimum is set above equilibrium (Figure 2). 

Figure 2 - Traditional Economic Theory Graph
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In this model “the proportional reduction in employment 
(lnEm-lnE0) is equal to the proportional wage increase 
(lnWm-lnW0) times the elasticity of demand” (Brown et al., 
1982). Under the assumptions of traditional theory, one would 
assume that the implementation of a NLW would reduce 
employment given the minimum is set above the equilibrium 
level. However, traditional theory is starkly contradicted by 
models that assume employers have labour market power—a 
monopsony—and in this case show that it is possible for the 
minimum wage to increase employment (West and McKee, 
1980). Opposition also arises from shock effect, efficiency 
wages, and job search models (Jardim et al., 2017).

2.2    Empirical Studies
A plethora of literature has been written on the empirical 
effects of pay floors using a number of different data sources. 
Early literature focused heavily on “time-series studies that 
attempted to estimate the effects of NMWs focusing on the 
labour force status of teenagers where the employment effects 
were deemed to be the largest” (Brown, 1999). One common 
shortcoming of this early literature, as mentioned by Brown 
et al. (1982), is that “the overwhelming majority of [time-
series] studies contained no sensitivity analyses whatsoever.”  
Reviews of the available literature by Brown et al., (1982) and 
Brown (1999) conclude that estimated reductions in teen 
employment from a 10% minimum wage increase ranged 
from 1% to 3%, and the estimates were generally “statistically 
significant”. Interestingly, the lower part of this range was 
regarded as most plausible as these regressions tended to 
have the best specification of other explanatory variables, 
particularly coverage, which varied vastly over state and 
industry.

Towards the end of the 1970’s, there was a shift in emphasis 
in the literature.  Cross-sectional data became more widely 
available, and studies began to make comparisons on the 
effect of NMW on employment across U.S. state lines. Often 
this focused on differentials between low-wage and high-
wage states, where it was hypothesised that low-wage states 
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would be more adversely affected by federal minima. As 
was found with time series data, studies that took a more 
holistic approach to specifying control variables that affected 
employment probabilities tended to find less severe effects.  
Studies from Welch and Cunningham (1978) found a strong 
adverse effect from minima using the U.S. 1970’s census. 
While Ehrenberg and Marcus (1979) included controls for 
school expenditure per pupil; adult female education rates 
and a ratio for the non-white population to the overall 
population, in their regression found a small positive effect 
from the same data.

It can be argued that by the mid-1980’s, a consensus was 
forming from time-series and cross-sectional studies that 
employment effects from NMWs were negative but likely 
small. Nevertheless, his homogenous view has been drawn 
into question by 1990s studies using longitudinal data. Card 
and Krueger (1994) examined the employment effects of 
the New Jersey minimum wage increase by conducting their 
own interviews of 410 fast food restaurants in New Jersey 
and Pennsylvania. Employing a difference-in-difference 
methodology, they observed positive employment effects 
and found stores in New Jersey increased employment by 
13% compared to similar stores in Pennsylvania. Neumark 
and Washer (1995) disagreed with this conclusion. They 
directly consulted payroll data, which was deemed to be more 
accurate, from 230 of the stores included in the Card and 
Krueger study and estimated the effect of the NJ minimum 
wage was negative. They found an elasticity of employment 
with respect to the NMW was -0.24 in NJ, while Card and 
Kruger estimated an elasticity of +0.93.

In the case of legislative minima in the U.K., early studies 
used the dramatic decline in the toughness of regulation 
imposed by industry specific Wages Councils throughout 
the 1980’s to determine its effect on employment. Using 
a constant elasticity of substitution production function, 
Kaufman (1989) estimated the partial elasticities of 
substitution in industries subject to statutory minimum 
wages. Kaufman concluded  that “increases in the NMW 
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reduces the employment of women, however, in cases where 
the price elasticity of demand for output is sufficiently small, 
male employment is usually unaffected and could even 
increase.”  However, using the same New Earning Survey data 
Dickens et al. (1999) and Machin and Manning (1994) found 
no evidence of employment reductions. Dickens et al., (1999) 
postulated that Kaufman’s results were due to the fact that 
his studies concentrate too strongly on “small manufacturing 
industries and excludes several of the large service-sector 
industries,” notably retail and catering.  

Since the U.K. NMW took effect, there have been a variety 
of studies to estimate its effects on low paid employment. 
Initially studies were conducted using data collected directly 
by the authors, focusing primarily on low wage sectors 
particularly vulnerable to minima, such as cleaning and 
security (Bullock et al., 2001) or residential care homes 
(Machin et al., 2002) (Machin et al., 2004). These studies 
report evidence of employment reductions, but are often 
dismissed as being minor in magnitude and lacking in 
statistical significance. Criticisms of these studies also arise 
from the nature of the product market of industries analysed. 
Machin et al., (2002) argues that “the sector examined is 
special in that homes are constrained in their ability to pass 
higher wage costs on into higher prices,” and as a result the 
employment effect estimated does not accurately reflect how 
the NMW impacts the U.K. as a whole. Other studies have 
drawn frequently from the Labour Force Survey (LFS) to 
conduct before and after analyses of the employment effects. 
Stewart (2004) utilizes a difference-in-difference estimation 
strategy in order to examine the 1999 NMW introduction, but 
finds no probable effect on employment that is statistically 
significant from zero. One drawback of Stewart’s study is 
the measurement error in the LFS wage variable used to 
determine those affected by the NMW.

Dolton et al. (2012) uses an incremental differences-in-
differences methodology to estimate medium and long run 
impacts of the NMW up-ratings over time, focusing closely 
on the differential impact across heterogeneous geographical 
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areas. They conclude that an increased bite of the NMW is 
associated with a neutral average employment effect over the 
entire period, but significant positive NMW effects from 
2003 onwards, while also finding that the employment rate 
appears to have risen more in areas where the NMW has more 
relevance. Most recently, Dickens et al. (2012) looked to re-
examine the impact on employment on the most vulnerable 
workers, namely part-time females.  They find reductions 
in employment retention among part-time females, which 
is further exacerbated by the 2008 recession.  Literature on 
legislative minima in the U.K. has been characterised by 
debate on whether there is an effect on employment and, if 
so, what the nature of that effect is. As of now, no in-depth 
employment analysis of the NLW has been conducted. In 
order to further the literature in this field, it is important to 
analyse the effect of the NLW on employment probabilities of 
low paid individuals.

3 Estimation Strategy

This methodology aims to estimate the introduction of the 
minimum wage on the employment probabilities of those 
affected. The sharp increase in wages caused by the NLW 
and access to individual level longitudinal data makes the 
difference-in-difference approach an intuitively appealing 
estimation strategy.

When determining the effect of the NLW, the optimal test 
would be to observe the counterfactual, essentially find what 
the employment rate of those affected by the NLW would 
have been if the new legislation had not been introduced, 
ceteris paribus. This information would allow accurate 
determination of the effect of the NLW on employment. Still, 
the counterfactual and treatment cannot be observed in the 
same period. The difference-in-difference method attempts to 
overcome this issue by observing the change in employment 
of a control group, who act as a proxy for the counterfactual. 
Therefore, the difference-in-difference approach aims to 
overcome the issue of what the employment status, of those 
individuals earning less than the NLW, would have been if 
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the NLW had not been introduced.

To give a more precise explanation of the estimation strategy, 
define e0it to be the employment status of an individual i  at 
time t who is not subject to NLW legislation, where e0it=1 
if they are employed and e0it =0  if they are not employed.  
Similarly, let e1it  be the employment status of someone 
who is subject to the NLW. It should be noted that only one 
of these states can be observed by a given individual in a 
given period. Consider now that the NLW is introduced at 
time  tNLW , prior to which there is no NLW. Classifying 
individuals into groups g,then for a given group there is direct 
information on the employment rate for those both affected 
and unaffected by the NLW legislation:

This model is attempting to observe the counterfactual, 
E(e0it, g , t , t≥tNLW), the employment rate in the absence 
of the NLW.  This is achieved by making comparisons across 
groups.  Assume that:

Where g is fixed over time and t is common across groups.  
Hence it can be assumed that in the absence of the NLW, the 
difference in employment rates between groups is constant 
in each time period - this is also known as the parallel 
trends assumption.  This key assumption allows for simple 
difference-in-difference estimates.  Assuming that the NLW 
only has an effect on employment probabilities of group 1, 
then it can be shown that:

Considering 2 time periods, where t1 is prior to the NLW 
and t2 is after the implementation of the NLW, such that  
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t1<tNLWt2.  Double differencing the sample means between 
groups and across periods gives the simple, or raw, difference-
in-difference estimate:

Alternatively, (6) can be rewritten in order to give the 
employment status of an individual i in a group g at time 
period t, given the same assumptions as above.

Dit represents a dummy variable which is equal to 1 if 
individual i is affected by the minimum wage (g=1 and 
t≥tNLW), and is equal to 0 in all other cases and where E(it| 
g, t)=0.  Hence, this regression can be used with individual 
level longitudinal data to determine the raw difference-
in-difference estimator.  As discussed in the review of the 
literature, it is important to control for other variables that 
affect employment, as the individuals in the control and 
treatment group may differ in characteristics that mean they 
are more or less likely to be employed.  Failure to control for 
these differences will lead to omitted variable bias and will 
adversely affect the validity of the difference-in-difference 
estimates.  This problem can be overcome by extending the 
difference-in-difference specification and adding a vector of 
individual characteristics, xit, that are thought to affect the 
probability of employment.  These control variables give the 
regression adjusted difference-in-difference estimator:

Control variables are included to account for differences in 
characteristics between the treatment and control groups 
that are not encompassed by the additive and group time 
effects.  This model examines the transitional probability 
of employment, that is the probability of those currently 
employed still being employed in the subsequent period as a 
function of an individual’s wage group prior to the increase in 
the minimum wage.  As a result, the economic specification is 
adjusted from a linear model to a logit model of the form:
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Figure 3 details the notation of the logit model.  This model 
will address whether individuals whose wages have had to rise 
to comply with the NLW legislation have a higher or lower 
probability of being employed in the second period, relative 
to the comparison group whose wages are just above the new 
minimum.  Note that  is still the parameter of interest and 
the difference-in-difference estimator.

3 Explanation of the Data

3.1    Longitudnal Data
Individual longitudinal data is required to use the difference-
in-difference method and must exhibit a number of key 
characteristics.  Firstly, it must include a cross-sectional 
element that allows a number of characteristics to be 
observed. Secondly, it should have a time series element that 
allows these characteristics for individuals to be observed 
over time.  Employment status in the respective ‘before’ and 
‘after’ NLW periods and a robust measure of an individual’s 

Figure 3 - Notation of the logit model 
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pay rate in the period prior are essential for disaggregation 
of the control and treatment group, so datasets should also 
include this information along with other factors that affect 
the probability of being employed.  Data must be constructed 
such that the observations in periods 1 and 2 straddle the 
implementation of the NLW (1st April 2016).  Finally, the 
datasets must include a large enough number of observations 
in order to provide robust estimations.

3.2    Labour Force Data

The longitudinal Labour Force Survey (LFS) is a suitable data 
source.  It is collected quarterly, observing individuals for five 
quarters of data.  To match the specification explained above, 
data from Quarter 2, 2015 to Quarter 1, 2017 can be used.  Data 
will be compiled from 4 different LFSs using observations 
from before and after the NLW in the relevant studies (Figure 
4).1 

One limitation of the longitudinal LFS is that hourly pay 
measurements are only collected in the first quarter of every 
respective study.  For example, SN8042 wage data is collected 
in Q2 2015 which may affect the reliability of the data due to 
the fact that wages may have already risen by Q1 2016.  Nomi-
nal wages have been converted to real wages2 using the Office 
of National Statistics Retail Price Index, in order to mitigate 
the inflationary effect on wages over time.  However, the LFS 
hourly wage data is still subject to measurement error as the 
survey does not directly consult individuals’ payslips for wag-
es but instead constructs this variable with other informa-
tion. This may lead to measurement issues aforementioned 

2 Adjusted for April 2016 prices.

Figure 4 - Dataset Construction Methodology
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in the debate between Card & Krueger (1994) and Neumark & 
Washer (1995).

5 Results of Basic Specification

The sample data has been restricted to only include indi-
viduals aged between 25 and 65 (65 being the average age 
of retirement) who were employed in the period of analysis 
prior to the NLW.  Those who were either full time students 
or failed to provide an answer to the interviewer have been 
omitted.  As stated in the discussion of the methodology, the 
dependent variable in this model is the employment status 
of the individual after the NLW (t+1), given that person was 
employed in the period prior.  Those employed are defined 
as employees, self-employed, unpaid family workers, and 
individuals on government employment programmes.  If the 
individuals are not employed in (t+1) they are either unem-
ployed as defined by the Internal Labour Organisation (ILO) 
or are economically inactive.  Initially, the wage variable used 
to determine those affected by the NLW is the LFS variable 
HOURPAY (column A).  The treatment group will be defined 
as those earning less than the NLW (£7.20) prior to its imple-
mentation and subject to increased wages in order to comply 
with legislation in the subsequent periods (65 ≥ ageit+1 ≥ 25).  
The control group will be individuals in the same age demo-
graphic but are positioned slightly higher in the wage distri-
bution.  Jardim et al. (2017) employ an upper bound of twice 
the new minimum in their analysis of the effects of legislative 
minima in Seattle, therefore, the control group will be those 
earning at least the NLW (£7.20) but under £15 (just over dou-
ble the NLW).3  Appendix 2 gives the raw employment prob-
abilities of individuals in the treatment and control group in 
the 6 quarters straddling the implementation of the NLW.  
Results presented in Appendix 2 reveal that in periods after 
the NLW the probability of being employed in both the con-
trol and treatment groups are lower when compared with the 
periods prior.  It can also be inferred that both groups have a 
high probability of employment with all 6 periods of analysis 
reporting over 90% of individuals in work.  Raw probabilities 
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will be useful in determining the magnitude of the effect of 
the NLW on employment.

Table 1 shows the raw linear difference-in-difference coeffi-
cients for the effect of the NLW over different time periods.  
Tests [1] and [2] analyse the two quarters that directly straddle 
the implementation of the NLW, Q1 2016 to Q2, 2016.  Test 
[1] includes all individuals that earn less than the NLW in 
the treatment group, and finds a small and statistically sig-
nificant negative effect of the NLW on employment.  In Test 
[2] individuals earning less than, £6.70 (the 2015 NMW) in 
Q1, 2016 are excluded from the treatment group in order to 
limit the effect of false reporting on the regression estimates.  
Omitting observations in this range leads to raw coefficients 
remaining negative but with less statistical significance.  
Tests [3] and [4] examine extended periods of time in 
order to determine whether the employment effect of the 
NLW is transitory or persistent.  Both tests find slightly larger 
negative effects of the NLW with these effects increasing over 
time. Furthermore, both results are statistically significant at 
the 1% level.

The full model is then estimated with control variables.  Edu-
cational controls are included for whether or not an individu-
al completed: a degree (GNQ4 level 6); another form of higher 
education below degree level (GNQ level 4 or 5) and GCSEs or 
O-Levels (GNQ level 2).  An individual’s experience in their 
job, determined by the number of years they have been em-
ployed with their current employer, and a quadratic term for 
experience is also encompassed in the control vector.  Dum-
my variables for whether individuals have received job specific 
training in the last 3 months, their marital status; their region 
of residency; their sex and whether they have a health related 
issue or a disability lasting more than 12 months, which will 
affect the type of work they can do are also contained as con-
trols.  Finally, a discrete variable detailing the number of de-
pendants, under the age of 16 the individual has, is included5.  
In each case the controls in the full linear and logit models 

4 Government National Qualification.
5 Definitions of LFS variables used in the full model 
(Appendix 4).
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reduce the estimated negative effect of the NLW from the raw 
estimates and are statistically significant to the 5% level in all 
cases, with the exception of Test [2].

Finally, the full logit model with controls is estimated.  In or-
der to interpret the magnitude of the employment effect, the 
logit coefficient is converted to the “marginal effect” of the 
dummy variable of interest.  Hence, the values for the logit 
model should be interpreted as the effect of the introduction 
of the NLW on the probability of subsequent employment.  
For example, those affected by the implementation of the 
NLW in Test [1] have a (-2.455%) lower probability of being 
employed in Q2, 2016.  As reported in Table 1, the logit model 
generally predicts that the NLW lowers employment probabil-
ities for those affected.  Logit estimates, in Table 1 are almost 
always significant at the 1% level with the exception of Test [2] 
where it is only significant to the 5% level.  The large sample 
size used in these estimates should be kept in consideration 
when evaluating the significance of the results.  Indeed, one 
could argue that critical values should rise with large sample 
sizes and, hence significance at the 5% level may be inappro-
priate for the aforementioned tests.  Tests [3] and [4] logit es-
timates suggest that the magnitude of negative effects of the 
NLW on employment increase over time, to between (-3.213%) 
and (-3.737%).  This would suggest a much larger impact on 
the employment probabilities of those affected by the NLW.  
Considering that both the treatment and control groups have 
high raw probabilities of employment, the estimated effects, 
although not desirable, are not entirely detrimental to the 
subsequent employment probabilities of the treatment group.  
Having said this, the estimated negative effects are much 
larger than previous studies.  Future discussions will focus 
on the logit estimates, although raw and full linear estimates 
have also been reported in the Results Tables in the interest 
of comparison.

5.1   How to Construct the Hourly Pay 
Variable?
Observations of individuals’ wages before the NLW are es-
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sential in distinguishing between individuals who are subject 
to changing employment pressures (treatment group) and 
those who are not (control group).  A robust measure of the 
individuals’ hourly wages is, therefore, crucial when analys-
ing the effects of the new legislative minima.  Prior tests have 
been conducted using the LFS’s derived HOURPAY variable.  
This variable is constructed by dividing gross weekly pay in 
an individual’s main job (GRSSWK) by the sum of their total 
usual hours worked in their main job (BUSHR) and their usu-
al hours of paid overtime (POTHR).  This variable is subject 
to measurement error due to the fact that these are self-re-
ported variables.  There is also a disparity between the usual 
hours worked and the actual hours worked by individuals in 
the reference period.  Dickens and Draca (2005) attempted to 
overcome this issue by using the LFS HRRATE variable, which 
only gives the wage of individuals who earn based on an hour-
ly rate.  Although this is arguably a more accurate measure of 
an individual’s wage, it also leads to a number of observations 
being omitted from the treatment and control groups for not 
being able to report an hourly rate.  Fortunately, the LFS also 
collects data on actual hours worked in an individual’s main 
job in the reference week (TTACHR).  This variable excludes 
those individuals that did not work in the reference week 
even though they had a job, for example, those on holiday, 
or sick leave and includes any paid or unpaid overtime.  Al-
though this may remove some observations from the analy-
ses, it should provide a more robust measure of actual hours 
worked by individuals with fluctuating employment over the 
reference period.  Hence, an ACTUALPAY (column B) variable 
is generated by dividing gross weekly pay (GRSSWK) by total 
actuals hours worked (TTACHR). It should be noted, howev-
er, that the TTACHR variable is self-reported, and as such, is 
still subject to measurement error. Nevertheless, this alterna-
tive measure may provide a more insightful estimate of low 
paid individuals’ hourly wages, and provides a useful test of 
sensitivity and comparison.

Table 1, Column B gives the estimates when the ACTUAL-
PAY variable is used to determine the treatment and control 
groups.  In all cases except Test [1] the use of the ACTUALPAY 
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variable is deemed to increase the negative effect of the NLW 
on employment for low wage individuals without drastically 
changing the statistical significance of estimates.  Tests [3] 
and [4] report significantly larger negative effects compared 
with the HOURPAY tests for the same periods (-4.768% and 
-4.759% respectively), with the negative effect falling over 
time.  It could, therefore, be argued that the results reported 
in Column A, underestimate the negative impact on employ-
ment, if it is assumed that this alternative wage measure is 
more accurate.  The alternative pay variable draws into ques-
tion the validity of the basic specification.  In the interest of 
comparison, all subsequent tests and checks of robustness 
report results when both the HOURPAY and ACTUALPAY 
variables are used.

5.2   Regional and Sex Differentials
Often it is argued that the employment effects of the NLW 
will not be felt equally across the UK.  Nick Bosanquet (Im-
perial College London) posits that the NLW “will have less 
impact in London and much more in northern conurba-
tions” because these areas exhibit the greatest productivity 
problems and the highest incidence of low pay.  Conversely, 
Dolton et al., (2012), found that areas where the NMW had 
the most significance tended to observe positive employment 
changes.  It is, therefore important to determine how the em-
ployment effects of the NLW differ geographically.  In order to 
determine the regional effects of the NLW, regions have been 
separated into areas of high (20% ≤ %Low Paid), medium (15% 
< %Low Paid < 20%) and low (%Low Paid ≤ 15%) incidence 
of low wage employment.  This is determined by the percent-
age of individuals in the region earning less than the NLW in 
quarter 1, 2016 (Appendix 5 and 6).  Figures 5 and 6 show that 
the incidence of low pay varies considerably by region. Dum-
my variables for these groups are then generated and used to 
create interaction terms with the variable determining if an 
individual is affected by the NLW in order to ascertain the re-
gional effects.

Table 2 shows the difference-in-difference estimates on the 
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Figure 5 - Percentage of Low Paid Individuals by Region 
(HOURPAY Variable)

Figure 6 - Percentage of Low Paid Individuals by Region 
(ACTUALPAY Variable)
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effect of the introduction of the NLW on the probability of 
subsequent employment, with respect to the incidence of low 
paid labour in those regions. Tests [5], [6], and [7] examine a 
range of periods straddling the NLW.  The most severe nega-
tive employment implications appear in regions with a medi-
um incidence of low pay which report a large negative effect 
of (-6.297%) (Test [7], Column [B]).  Medium incidence areas 
of the country were the only group to find negative results 
that are statistically significant from zero.  Areas of high inci-
dence estimate the effect of NLW to be negative, but are sta-
tistically insignificant from zero while areas of low incidence 
saw no statistically significant impact.  Interestingly, in Tests 
[6] and [7], when the ACTUALPAY variable is used, areas of 
low incidence of low pay observe a positive employment im-
pact, despite being statistically insignificant.  Therefore, one 
might concur with the premise that the employment effects 
of the NLW have not been felt evenly across the UK.

Dickens et al. (2012) and Kaufman (1989) found that female 
employment tended to be affected to a greater extent from 
legislative minima than male employment.  Furthermore, 
women make up a far greater percentage of those individuals 
who earn low wages and are subject to wage increases (Figures 
7 and 8).  It is imperative that the effects for different sexes 
are determined to see if the new legislation disproportionate-
ly affects women.  Interaction terms are generated between 
an individual’s sex and the dummy variable of interest, and 
are included in the regression to determine the effect by sex.

Figure [8] illustrates the estimated effects for men and wom-
en across three different periods.  Despite ACTUALPAY data 
from Test [8] showing evidence that women are more ad-
versely affected, the rest of the tests draw quite the opposite 
conclusion.  Tests [9] and [10] suggests that men are more 
negatively affected by the NLW legislation.  It should be not-
ed that there are fewer observations of men in the sample 
data. As a result, estimates of the effects on men tend to be 
statistically insignificant at an appropriate level.  Conse-
quently, one should remain cautious in drawing conclusions 
from these estimates about the impact of the introduction of 
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Figure 7 - Percentage of Low Paid Individuals by Sex 
(HOURPAY Variable)

Figure 8 - Percentage of Low Paid Individuals by
 Region (ACTUALPAY Variable)
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the NLW on differing employment probabilities of men and 
women.  Nonetheless, these tests posit that males incur more 
adverse employment changes from the NLW when compared 
to females.

6 Tests of Robustness

In order to increase the credibility of the results provided by 
the basic tests, it is vital that the underlying assumptions of 
the difference-in-difference methodology are tested.

6.1    Definition of the Control Group
Difference-in-difference estimates rely heavily on the prem-
ise that there are significant differences in the treatment and 
control groups, specifically that the comparison group is not 
subject to increasing wage pressures as they already earn in 
excess of NLW.  One plausible threat to this assumption is 
caused by the measurement error in the LFS wage variable, 
referred to in Section 5.  The inability to correctly determine 
an individual’s wage may lead to misspecification of those 
in the control or treatment groups, diminishing the distinc-
tion between the two sets of individuals.  The dissimilarity 
between control and treatment groups is also threatened by 
spill-over effects.  For example, the possibility of a cascading 
wage effect, where wages in the control group rise to maintain 
the disparity in pay between workers, or increased job search 
intensity for those earning below the NLW. For example, the 
possibility of a cascading wage effect (i.e. wages in the control 
group rising in order to maintain the disparity in pay between 
workers); or increased job search intensity for those who 
were earning below the NLW.  In this instance, the actual 
employment effects may be larger than initially anticipated.  
Despite Dickens and Manning (2001) finding that “the NMW 
has had virtually no impact on the pay of workers not directly 
affected,” it is important to test the sensitivity of the results 
with respect to the definition of the control group.  As a con-
sequence, this investigation will take the form of altering the 
bounds of the control group in order to observe if the effect 
on employment changes.
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Changing the definition of the control group can have both 
advantages and disadvantages to the robustness of the esti-
mates (see Table 4).  In Test [11], the upper bound of the wage 
variable has been increased to £17.  By increasing the upper 
bound for the control group and the robustness of the esti-
mate by reducing the effect of misspecification, both wage 
spill-overs and substitution between the groups become less 
likely.  Benefits will also be derived, as widening the control 
group increases the number of observations and in turn the 
precision of estimation, ceteris paribus.  Conversely, increas-
ing the range of the wage distribution captured will compro-
mise the comparability between the groups, as individuals 
higher in the wage distribution will provide a less comparable 
counterfactual for the treatment group.  Test [12] reduced the 
upper bound of the wage variable to £13 in order to increase 
comparability between the groups; but, in the opposite man-
ner to Test [11], it will suffer more from identification errors.  
Tests [13] and [14] introduce a gap between the minimum 
wage and the lower limit of the comparison group.  Omitting 
observations in this range should limit misspecification error, 
but also arguably removes the most comparable individuals 
from the control group.

Table 4 observes the difference in employment probabili-
ties between quarters 1 and 3, 2016.  In all cases when the 
ACTUALPAY wage variable is used, changing the definition 
of the control group reduces the employment effect of the 
NLW from (-4.768%) to between (-3.791%) and (-4.316%).  It 
should be noted that tests including individuals higher in the 
wage distribution (Test [11] and [13]) tended to report smaller 
negative effects than the tests that did not. Most HOURPAY 
tests also found smaller effects than the basic specification 
(-3.213%). Test [14] is the clear exception to this, reporting a 
small increase in the negative effect (-3.271%). Altering the 
bounds of the control group had no sizeable impact on logit 
estimates’ statistical significance in any of the tests in Table 4.  
These robustness checks confirm that the effect of the NLW is 
negative on employment, but cast doubts on the magnitude 
of the effects found in the basic test.
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Unlike previous U.K. minimum wage changes, the NLW is a 
premium only applied to individuals aged 25 and over.  Mean-
ing 21 to 24-year-olds who were previously subject to the 
highest NMW are not entitled to the £7.20 hourly rate as of 
April 1st 2016.  The decoupling of the 21 to 24-year-olds from 
the highest NMW bracket provides a unique opportunity to 
observe another control group.  The alternative control group 
can be defined as those who are earning less than the NLW 
prior to its implementation but are too young to receive the 
mandatory pay increase (by those aged 21 to24).  These in-
dividuals should share a number of characteristics with the 
treatment group because they are located in the same posi-
tion in the wage distribution, but instead differ by age.  This 
comparison group received no increase in the NMW until 
October 2016 and should provide a useful counterfactual.  
This again provides another validity check and as Meyer (1995) 
posits, when examining the robustness of the estimates “the 
more comparison groups the better”. 

Table 5 gives the estimates when the alternative comparison 
group is used.  Estimates in column [A] are highly compara-
ble in size to those of the initial control group, but do lack the 
desired statistical significance in all cases except Test [15].  As 
with Table 1 linear raw estimates vary between (-1.7) and (-3.5) 
and increase with the duration of the analysis period.  How-
ever, unlike Table 1 when control variables are included for 
the full linear and logit models, the difference-in-difference 
coefficients increase. The logit estimates closely resemble 
Table 1, with the exception of ACTUALPAY Tests [16] and [17], 
which report effects of a far smaller magnitude. Estimates us-
ing the alternative control group lack statistical significance 
due to small sample size, as only a limited number of obser-
vations exist for this control group in the LFS data.

6.2 Distinction of the 'Before' and 'After' 
Comparision

One of the key features of the difference-in-difference meth-
odology is that two distinct periods straddle the introduction 
of the NLW, that is there is a prior-NLW period and a post-
NLW period, with a clear distinction between them.  For 
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Figure 9 - Percentage of Individuals below the National
 Living Wage over Time (HOURPAY Variable)

Figure 10 - Percentage of Individuals below the
 National Living Wage over Time (ACTUALPAY Variable)
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example, employment status data from Q1, 2016 is treated 
as unaffected by the new legislative minima, while the sub-
sequent quarters are deemed to be affected.  Despite this, 
it is reasonable to assume that at least some of the changes 
required to comply with the new minima would be imple-
mented prior to the legally required date, as employers look 
to change payment practices in order not to breach the new 
law.  If there is a significant level of anticipation by employ-
ers, then the ‘before’ and ‘after’ distinction will be weakened 
and estimates of the employment effects of the NLW may be 
incorrect.  One approach to determining the level of anticipa-
tion is to examine the distribution of wages in the run-up to 
the NLW.  This will provide some insight into whether or not 
wages see a sharp increase prior to the minimum wage, which 
would provide evidence that the distinction between the two 
periods is less robust.

Figures 9 and 10 provide the percentage of employees earning 
below the NLW in quarters before and after the NLW.  Both 
graphs show the percentage of those who are earning below 
the national minima is falling in the run-up to the NLW and 
hence diminishes the distinction between the two periods.  
However, it should be noted that the largest reduction in 
individuals below the NLW in both graphs is between quar-
ter 1 and 2, 2016, which suggests that the NLW introduction 
did have a sizeable effect on low wages.  Ergo, these graphs 
suggest that there is a degree of anticipation in the quarters 
prior to the imposition of the minimum wage.  Figures 9 and 
10 also suggest some key difficulties with the robustness of 
estimates.  In both graphs around 10% of workers earned less 
that £7.20, even as late as quarter 1, 2017.  This evidence could 
again highlight the existence of substantial measurement er-
ror in the wage variable, a degree of non-compliance with the 
NMW, or (most likely) a combination of the two. These ob-
servations violate the assumptions of the difference-in-differ-
ence methodology and weaken the robustness of estimates.

In order to overcome the issue of anticipation, periods prior 
to the NLW can be excluded in order to determine a more ro-
bust measure of the policy’s effect.  Stewart (2004) argues this 
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‘neutral zone’ creates a better distinction between the pre- 
and post-NLW periods. Hence various tests are conducted 
to determine the effect of the policy change when quarter 1, 
2016 and/or quarter 4, 2015 are excluded (Table 6).  In almost 
all cases the marginal effects of the logit model are smaller 
in magnitude but with negative effects, f luctuating in the 
range of (-2.8%) to (-1.7%).  As was found in the basic spec-
ification test that examined extended periods, tests [19] and 
[21] found larger adverse effects on employment probabilities.  
The creation of a neutral zone had no considerable impact on 
the statistical significance of the logit estimates.  These esti-
mates are surprising because rising wages in Figures 9 and 10 
predicted a degree of anticipation by employers that has not 
translated into an increased negative employment effect in 
the regression estimates.

6.3    Placebo Test
Another pivotal assumption of the difference-in-difference 
estimation technique is the parallel trend assumption.  It re-
quires that in the absence of treatment (which in this case in 
the NLW), the difference between the treatment and control 
group is constant over time.  This means that the evolution 
of employment trends for the treatment and control group 
must be consistent.   Alternatively, without the NLW reform 
the trend in employment would have been the same for both 
groups.  If the treatment group has lower probabilities of 
being employed, then the difference-in-difference estimator 
may overemphasize the negative effect of the NLW, and vice 
versa.  One common robustness or “falsification” test of the 
common trends assumption is a placebo test.  This involves 
re-estimating the difference-in-differences model over a pre-
NLW period, but with the assumption that the treatment 
took effect at an earlier date.  Data from 4 LFS longitudinal 
surveys, straddling the 1st April 2015 has been used in order 
to conduct the placebo test.  This date is selected because it is 
exactly one year prior to the implementation of the NLW.  Es-
timates for this data are taking place prior to the implementa-
tion of the NLW, thus it is expected that the difference-in-dif-
ference estimator should be equal, or at least close to zero, 
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and statistically insignificant.

Table 7 shows the difference–in-difference estimates over 
varying controls and time periods that straddle the 1st April 
2015.  Column [A], Tests [22] and [23] are the only evidence 
that there is a violation to the common trends assumption 
finding small (-0.988% and -0.891%, respectively), but sta-
tistically significant marginal effects to the coefficients of the 
logit model.  In all other cases, the placebo tests show differ-
ence-in-difference estimates that are close to zero with little 
statistical significance to suggest that they are different from 
zero.  In this case, there is evidence to suggest that the paral-
lel trends assumption for this control and treatment group’s 
holds. This increases the validity of the estimates of the basic 
specification.

6.4    Did Wages Increase?
Estimating the impact of legislative minima using differ-
ence-in-difference relies on the premise that the individuals 
affected by the NLW receive a bigger wage boost than those 
above the minimum, who represent the control group.  If 
there is a high incidence of employers refusing to raise wages 
in line with the new legislation or there are cascading wage 
effects resulting in the control group receiving wage increas-
es, this assumption may be violated.  In this case, the differ-
ence-in-difference estimates will be biased. Examining the 
average wages of the treatment and control groups prior to 
and after the NLW provides evidence in support of the afore-
mentioned assumption. Figure 11 shows that the percentage 
changes in wages for the treatment group are far greater in 
both nominal and percentage terms when compared with the 
control group, in the period straddling the minimum wage.  
One would therefore assume that wage pressures in the treat-
ment group were stronger than the control group and support 
the validity of estimates.

6.5    Other Robustness Tests
The results prior to this have used a very expansive definition 
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Figure 11 - Average Wage Data Prior to and After the 
National Living Wage

of those who are not employed as it has included those who 
are economically inactive. This is the group who is not active-
ly seeking employment and would not accept a job position if 

it was offered to them. The three main reasons for economic 
inactivity are retirement, long term sickness and disabilities, 
and staying at home to assist a family member in some capac-
ity.  Employment changes of this sort are not directly due to 
the effect of the NLW policy, so Table 8 shows the estimates 
when those defined as inactive in the LFS are removed from 
the analysis.  In both the HOURPAY and ACTUALPAY tests 
spanning different ranges of time, the removal of this group 
leads to significantly lower estimates of the effect of the NLW 
and also reduces the statistical significance of those esti-
mates.  These results suggest the estimates in the basic tests 
may overestimate the negative employment effects on indi-
viduals seeking work.

The basic specification includes individuals aged 25 to 65.  
The upper bound of this range was selected as it represents 
the average retirement age of those in the U.K. as measured 
by the Department of Work and Pensions.  However, a large 
group of individuals will choose to retire prior to this age, and 
as such will have different employment pressures regardless 
of the NLW.  In order to understand the effect the NLW will 
have on younger people, Tests [28] and [29], restrict the age 
variable to those aged 50 and under in quarter 2, 2016.  In 
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both cases, the magnitude of the logit marginal effects are 
reduced when this older group is omitted and the statistical 
significance falls.  The fall in significance could be due to the 
reduced number of observations.  The smaller effect suggests 
that the effect of younger people is smaller than originally 
thought. 

7 Conclusion

This paper utilises LFS longitudinal data to estimate the 
impacts of the introduction of the NLW on the subsequent 
employment probabilities of those with low wages.  This is 
achieved by adopting a regression adjusted difference-in-dif-
ference methodology, which utilises individuals from higher 
up in the wage distribution or who are too young to be affect-
ed by the new legislation as comparison groups.  The esti-
mated impact of the NLW on the probability of subsequent 
employment is deemed to be negative, and increases when 
analysing periods that extend further than the two quarters 
that directly straddle the implementation of the new mini-
mum.  Perhaps counterintuitively, regional estimates show 
that areas of both high and low incidence of low pay show 
small, and statistically insignificant from zero, effects on 
employment, whereas areas of medium incidence report sta-
tistically significant negative effects.  Contrary to claims from 
Dickens et al. (2012) and Kaufman (1989), male employment 
probabilities appear to be affected to a greater extent by the 
NLW than female probabilities. Despite the lack of statistical 
significance, one should remain cautious when drawing con-
clusions about whether the sexes are affected differently by 
the new legislation.

The evidence in this paper stands in direct contradiction to 
some estimates of the effect of previous U.K. NMW increases.  
Namely, the 1999 introduction (Stewart, 2004) and the 2003 
increase (Dickens and Draca, 2005), which show no statis-
tically significant adverse employment effects.  This paper 
more closely resembles estimates from (Machin et al., 2002), 
(Machin and Wilson, 2004), and most recently (Dickens et 
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al., 2015), which all obtain modest but negative employment 
effects from U.K. minima.

The NLW represents the largest nominal increase in the U.K. 
legislative minima since the inception of the NMW in 1999.  
Given the magnitude of the change, further research must 
be conducted to determine the effect on employment.  Re-
search will better advise policy makers in the future on the 
unintended employment implications that NMW increases 
can have.  One clear shortcoming of this paper is that the LFS 
data used is subject to measurement error in the wage vari-
able. In order for future research to improve the validity of 
its estimates, researchers must use more robust measures of 
individuals’ wages.  Directly consulting individuals’ payslips 
or gaining access to HMRC tax receipts would potentially pro-
vide avenues to overcome this issue and should be explored 
in more depth by future papers.
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11 Appendix

11.1  Appendix 1: Summary Statistics

Note:
Based on 4 Labour Force Surveys from Quarter 2, 2015, to 
Quarter 1, 2017.
Number of  obser vat ions w i l l  va r y f rom the bas ic 
specification depending on changes to the definition of the 
control and treatment group.
Age as of Quarter 2, 2016.

11.2  Appendix 2: Raw Employment 
Probabilities

Note: Quarter 3, 2015 to Quarter 1, 2016 represent periods 
prior to the National Living Wage.
Quarter 2, 2016 to Quarter 4, 2016 represent periods after 
the National Living Wage.
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11.3  Appendix 3: Definitions of Treatment 
and Control Groups
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11.4  Appendix 4: Labour Force Survey 
Variables



Volume VIII

127



BERKELEY ECONOMIC REVIEW

128

11.5  Appendix 5: Definition of Regional 
Breakdown (HOURPAY)
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First‐degree Price 
Discrimination and 

Quality Customisation 
Under Data Protection 

Regulations

Tao Chen
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Abstract
In response to privacy and ethical concerns, data protection 
laws such as the General Data Protection Regulations 
(GDPR) have now been put in place and ought to have an 
impact on the industries that are closely associated with 
price and quality customisation. Consumers now have a 
say in their personal data and can legally opt out of data-
oriented personalisation schemes at their  discretion. In this 
paper, I develop a Hotelling-styled spatial model to explore 
the interaction between the regulations and the industry 
in a duopolistic setting. In different scenarios, I show such 
legally binding options to opt out might either not increase 
consumer surplus or increase consumer surplus at the cost of 
social welfare.

*Thanks are due to Professor Martin Cripps, Dr Nikita 
Roketskiy, without whose advice this work would not be 
possible.  I’m also very grateful for the continuous support 
from Dr Frank Witte and Dr Dunli  Li.
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1 Introduction

Tailored price and quality are becoming a new norm amid 
rapid growth in so-called ‘database relationship market-
ing’ thanks to the booming digital market and increasingly 
connected internet. The general public keeps updating the 
realisation of the profound impact by mass processing and 
analysis of personal data on the society. Shiller (2014[shil‐
ler2014first]) shows that an online service provider such as 
Netflix could earn more profit using web-browsing variables, 
compared to just using demographics to price their products. 
This is just one of the examples1 that shows how this data 
could reveal the types and willingness to pay of the consum-
ers for the benefits of the firms. News like data breaches or 
unethical use of data often worries society and inflates con-
cerns over data privacy, which has led to the introduction of 
data protection laws in many parts of the world. This attracts 
inquiries regarding the economic impacts on the market and 
social welfare. This dissertation aims to provide an economic 
perspective on the debates over this legislation and contrib-
utes to the studies of price and product personalisation.

In Section Two, I discuss the related literature, especially 
those concerning competitive first-degree price discrimina-
tion and quality personalisation. I also provide an overview of 
the new data protection regulation and how it applies to this 
context. In Section Three, I set up the model and discuss five 
subgames respectively. In Sections Four and Five, I provide 
discussion and conclusions.

2 Related Literature

2.1 Price Discrimination

Stigler (1978[stigler]) defined price discrimination (PD) as 

1   For a detailed survey on price personalisation in real 
world practice, refer to Borgesius and Poort,2017[borgesiu-
s2017online]



Volume VIII

133

‘the sale of two or more similar goods at prices that are in 
different ratios to marginal cost.’ The theoretical literature 
of industrial organisation in the past decades saw a variety 
of interpretations approaches taken when modelling price 
discrimination (PD). As categorised in a survey by Stole (2007 
[stole2007price]), PD could be discussed in third-degree 
PD, second-degree PD (non-linear pricing), purchase-history 
PD, product bundling etc. respectively. The rise of PD is com-
monly considered as a product of imperfect competition and 
asymmetric information, and is conducted for the purpose 
of surplus extraction. However, the first-degree PD was lesser 
discussed because of its impracticality and infeasibility until 
this millennium. Particularly because the rapid development 
of the e-commerce sector gives prevalence to ‘personalisation’ 
and allows firms to collect personal data with ease (e.g. online 
cookies usually record the web browsing data and feed back 
to the retailers and advertisers). Together with the purchasing 
mode of e-commerce, that transactions happen in a relatively 
isolated manner instead of posted pricing, one of the most 
important conditions for the existence of PD is satisfied: 
consumers can be segmented either directly or indirectly. For 
instance, firms can provide different offers to consumers with 
different characteristics e.g. gender, race etc. In the case of 
first-degree PD, consumers must be segmented at the indi-
vidual level, which is technically possible in the current state 
of technology.

Price discrimination is commonly discussed in different com-
petitive environments: monopoly, oligopoly and monopolistic 
competition with free entry. The welfare effect of first-degree 
PD under monopoly is immediate: social welfare is maxi-
mised as firms appropriate all the consumer surplus possible. 
This kind of setting rarely exists in reality, although it often 
serves as a benchmark. There are also marketing studies that 
depart from the simplest setting exploring other forms of 
pricing. Rayna  et. al. (2015[rayna2015pricing]) proposed 
a pricing protocol that could facilitate a ‘mutually advanta-
geous’ first-degree price discrimination in the digital music 
market under monopoly, which makes perfect PD desirable 
with certain conditions. As for monopolistic competition with 
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free entry, Spulber (1979[spulber1979non]) found the exis-
tence of a unique pure-strategy Nash equilibrium and Bhas-
kar and To (2004[bhaskar2004perfect]) concluded perfect 
PD always causes excessive entry from a social perspective.

The majority of literature focuses on oligopoly as it is thought 
that firms must have some market power to adopt the gener-
ally-known-to-be costly personalised technology and have ac-
cess to sufficiently rich data. Hotelling’s linear city model and 
Salop’s circle model often serve as the base of the analytical 
literature should competition be introduced. The framework 
also provides an opportunity to incorporate consumers’ het-
erogeneity in types which could be interpreted as brand/loca-
tion preference or willingness to pay, subject to the research 
question. Ulph and Vulkan (2000 [ulph2000electronic]) 
presented a model in duopolistic competition discussing 
first-degree PD. Their model is a location-model where two 
firms are located at both ends of the uniformly distributed 
consumers who buy fixed amounts of goods. Two firms com-
pete in Bertrand-style in price until an equilibrium is reached 
where consumers are indifferent about buying from either 
firm. In this model the product differ- entiation is represent-
ed through the location, and consumers simply derive a high-
er surplus with lower price (after deducting transport cost). In 
other words, the individual characteristics of the consumers 
are their locations through which firms learn how much utili-
ty will be derived by the consumers. They found that whether 
it is more profitable for firms to use first-degree PD depends 
on how the transport cost function is structured. Therefore, 
the dominance of either ‘intensified competition effect’ or 
‘enhanced surplus effect’ is ambiguous, which is consistent 
with much competitive price discrimination literature(Var-
ian, 1989[varian1989price]; Armstrong, 2006[armstrong‐
2006competition]).

There are studies adopting Hotelling-type models that dis-
cuss the dynamics of PD. This is considered to play a crucial 
role, as personalised pricing is often associated with the 
consumers’ behaviour called Behaviour-based price discrimi-
nation (BBPD). This is where there has to be a stage in which 
consumers’ purchases are being observed (i.e. information 
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acquisition) such that personalisation can be enabled in the 
later stage. Hence firms have an incentive to seize large first 
stage market shares with aggressive pricing such that they can 
exploit the advantages over the information they collect from 
the ‘initial purchase.’ Choe et. al. (2018 [choe2017pricing]) 
developed a dynamic model encompassing perfect targeting 
based on framework of Fudenberg and Tirole (2000 [fuden‐
berg2000customer]) where third-degree price discrimi-
nation is used through the information firms gathers about 
market segmentation of loyalty. Their model predicts two 
asymmetric equilibria, and the personalised pricing strategy 
leads to a prisoners dilemma for firms with profits lowered 
compared to uniform pricing, in contrast to the symmetric 
equilibrium shown in the Fudenberg and Tirole model. For 
the dynamic models2 with symmetric set-up of firms, they are 
consistent in that BBPD hurts profits by intensifying compe-
tition.

The work mentioned so far is done in a one-stop shopping3 
set-up of horizontal or vertical product differentiation for 
a single product. Horizontal product differentiation is the 
difference in brand preference of the consumer represented 
through dimensional location advantage. While with verti-
cal product differentiation, firms rank the consumer types 
identically hence consumer’s taste of quality is independent 
of brand preference. Single-dimensional models incur inad-
equacy to capture both brand preferences and the marginal 
value of consumption. The multi-dimensional model is ap-
proached either through simulation (Borenstein and Rose, 
1994[borenstein1994competition]) or discrete-choice 
approach (Mussa and Rosen, 1978[mussa1978monopoly]; 
Rochet and Stole, 2002[rochet2002nonlinear]). Ghose et. al. 
(2009[ghose2009personalized]) manage to capture both 
quality and brand preference by making a stylised assumption 

2 Chen (1997[chen1997paying]); Villas-Boas (1999[villas-
1999dynamic]); Fudenberg and Tirole(2000[esteves2010pricing]); 
Pazgal and Soberman (2008[pazgal2008behavior])
3 In one-stop shopping, consumers may desire at most 
one product but have preference on qualityand they choose to 
purchase from the firms with highest indirect utility.
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when specifying their model; the location of the consumer 
simultaneously denotes both preferences. In other words, 
it is assumed that the larger the brand preference of a given 
consumer for one firm, the larger is the quality preference of 
that consumer for that firm’s product, which is well backed by 
empirical studies and intuitions.

In the setup of Ghose et. al., (2009), it is convenient to inves-
tigate both person- alised pricing and quality customisation, 
contrasting with the majority of the other models. This is an 
important feature, as it is closely associated with one of the 
most common practices in real world marketing known as 
versioning. Recall the definition of price discrimination by 
Stigler:  ‘two similar goods’ instead of two identical goods. 
Firms usually have a lineup of products that fall into the same 
cluster on the spectrum of product differentiation in the 
whole market, but still differentiate in feature and perfor-
mance for different target groups. For instance, Apple annual-
ly releases two or three new generation iPhones that are sim-
ilar but differentiate in subtle features. The premier version 
is typically sold with a much higher margin. It has also seen a 
prevailing trend that consumers are in favour of tailored, per-
sonalised product and service, which provides room for firms 
to achieve product customisation at its extreme form with 
data analytic technology. This means personal data process-
ing is not only concerning the price but also the quality and 
that neither should be omitted from analysis. Therefore, the 
modelling of this work is based on the framework of Ghose 
et. al. which is also benchmarked. Details of the model are 
deferred to later sections where I introduce the set-up of the 
model.

2.2    Fairness, Data Privacy, and Regulations

The discussion of personalising technology and price dis-
crimination has never been restricted to the field of eco-
nomics. In a survey by Kahneman et. al. (1986[kahneman‐
1986fairness]), 91% of respondents viewed personalised 
pricing as unfair. How firms utilise the marketing technology 
without triggering backlash has been a real challenge. (Tan-
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ner, 2014[tanner2014different]). Now being viewed as a clas-
sic case study, Amazon once experimented with personalised 
pricing but had to retract after the move backfired. Without 
going further into case studies and surveys, it is obvious that 
people are generally uncomfortable with personalised pric-
ing. Besides what is suggested in behavioural economics such 
as regret aversion(Loomes and Sugden, 1982[loomes1982re‐
gret]), consumers feel it is unfair because they are paying dif-
ferent prices for products that are exactly the same as in the 
Amazon case. However, their psychology changes when firms 
conduct versioning as aforementioned; the extra premium on 
high quality product could be easily justified and accepted. 
This means personalisation marketing might not necessarily 
backfire when product quality is customised as well.

Some information theoretic literature discusses the trade-off 
between privacy loss and profits, which effectively concern 
the optimal pricing mechanism design. Those studies are 
motivated by the different valuation of private information; 
firms usually extract more rent with information from certain 
types of consumers (e.g. high types). Hence firms don’t nec-
essarily have an incentive to acquire all the information that 
covers the whole market when information collection is cost-
ly. Eliat et. al.(2019[eliaz2019optimal]) propose a Bayesian 
measure of loss of privacy to incorporate privacy constraints 
into mechanism design. The strategic interaction between 
the pricing mechanism and the consumer sparks many inter-
esting questions with regard to those that are often omitted 
or endogenously assumed away in the industrial organisation 
literature. However, it’s beyond the scope of this context for 
the focus of the research question. Therefore the model intro-
duced in the next section is still based on commonly stylised 
assumptions such as perfect information and zero informa-
tion acquisition cost for the sake of simplicity.

In the wake of the ‘Cambridge Analytica’ scandal in 2018, 
European legislators quickly responded by upgrading data 
regulations. The regulations on the usage of personal data are 
the most stringent in history. Under General Data Protection 
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Regulation (GDPR)4, the binding law across European Union 
and European Economic Area, consumer consent is required 
for firms to process personal data, and consumers can ‘opt 
out’ of the agreement anytime by discretion. Scholars in legal 
studies commonly agree that GDPR applies to personalised 
pricing in general and cookies with unique identifiers should 
be regarded as personal data(Borgesius and Poort, 2017[bor‐
gesius2017online]; Steppe, 2017[steppe2017online]). 
Therefore, consumers are legally granted more power for 
them to play a more important role in the game of personal-
isation. Some studies incorporate the strategic behaviours of 
consumers for example by delaying consumption in the early 
period to gain an advantage in the future (Chen and Zhang, 
2009[chen2009dynamic]). The ability to opt out of person-
alisation programmes should have more robust implications, 
which is the prime motivation of this research.

3 The Model

3.1 The Set-up

Here we construct a duopoly model with two multi-product 
firms which set price and quality to compete. The model is 
based on the framework of Ghose et. al.(2009) (henceforth 
G09) where each firm’s product line consists of a continu-
um of qualities and is fixed in length. Consumers types are 
denoted as θ where θ E [0, 1] with uniform distribution. This 
draws the uniqueness of G09 as θ represents both the brand 
preference and the marginal valuation of quality. This set-
up implicitly assumes that consumers with stronger brand 
preference (located closer to the end) would derive a higher 
utility from an increase in quality supplied by the preferred 
firm and, hence would have a higher willingness to pay (WTP) 
for the quality supplied. The interpretation provides a nice 
way around the dichotomy in horizontal and vertical product 
differentiation and is well supported by empirical studies. 
G09 gave an example in the automobile industry: consumers 
who prefer brands specialised in highly fuel-efficient vehicles 

4 eugdpr.org
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would place more value on fuel efficiency and less value on 
other dimensions such as outdoor performance valued by 
SUV lovers. (Goldberg, 1995[goldberg1995product]; Berry  
et. al., 1995[berry1995automobile]). Other examples include 
the enterprise software industry and commercial airplane in-
dustry where products are often highly customised as prices 
are customer-specific, based on negotiations.

In a standard Hotelling-style setup, two firms, call them firm 
L and firm R, are located on the two ends of the ‘linear city’ 
where consumers are uniformly distributed and ranked by 
type. Quasi-linear utility function is assumed: the gross utili-
ty to a consumer with type θ buying from the firm located at 0, 
firm L is

(1) uL(q, θ) = q × (1 − θ)

his gross utility derived from buying from the firm located at 1, 
firm R, is

(2) uR(q, θ) = q × θ

the firm sets a price according to consumer types (targeted or 
not) pL(θ), pR(θ), the indirect utility/consumer surplus func-
tion of the consumers are

(3) sL(q, θ) = q × (1 − θ) − p L(θ)

(4)  sR(q, θ) = q × θ − pR(θ)

identical to G09, assuming the marginal cost of production 
is invariant with quantity but depends on the quality of the 
product. Depending on the quality schedule, both firms have 
the identical cost function

(5)  c(q) = qa/α, α > 1

The sequence of the game is as follows: In the first period, 
the firms simultaneously choose the pricing strategy they 
will use for two pools of consumers: those who opt in and 
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opt out5 of the personalisation programme. Firms are neither 
able to process the data of out-consumers nor use their data 
against them by perfect targeting. In other words, once con-
sumers opt out, their location becomes private information 
and targeting is disabled, which means they won’t get the 
product with price and quality that the firms personalise just 
for them. Therefore, personalised price and quality (PPQ) is 
ruled out for the out-consumers by definition. In this mod-
el, we consider three pricing strategies: personalised price 
and quality (PPQ); non-targeting non-linear pricing (NNP); 
uniform pricing. PPQ is the firm’s offering of a pair of price 
and quality designed specifically for some consumer type; 
the consumer either accepts the offer or does not purchase. 
NNP is a classic form of second-degree PD that relies on the 
consumers self-selection; firms set a price and quality sched-
ules for each type of consumers, and consumers self-select 
them into buying the quality-price pair that maximises their 
utility from the menu. NNP is subject to consumer incentive 
compatibility and individual rationality constraints such that 
he purchases the product with price and quality of his type. 
Uniform pricing is when firm doesn’t discriminate at all and 
offer the same quality and price for every consumer. There-
fore there are those cases of combination of firms’ choice to 
consider:

I   Both firms use PPQ for in-consumers and NNP for
out-consumers

II  Both firms use PPQ for in-consumers and uniform pricing 
for out-consumers

III  Both firm use PPQ for in-consumers; one firm uses NNP 
for out-consumers, onefirm uses uniform pricing for out-con-
sumers

IV one firm uses PPQ for in-consumers and NNP for out-con-
sumers, the other firmuses NNP for all consumers

V  one firm uses PPQ for in-consumers and NNP for out-con-

5 henceforth in-consumers and out-consumers.
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sumers, the other firm uses uniform pricing for all consumers

Note  the  latter  two  cases  consider  the  scenarios  where  
only  one  firm  has  the  access to personalised technology 
or forego the technology.  Because the firms are symmetric 
hence the analysis can depart from one firm and the conclu-
sion still holds for the other firm.   As  the  data  protection  
regulations  allow  consumers  to  pull  out  any  time  and 
firms are  obliged to  comply,  we  can assume that  consum-
ers make the  decision after observing the pricing strategy by 
the firms.  This also assumes that consumers have the price 
and quality information in both segments hence prefers the 
segment in which they get higher surplus. The game then 
precedes as follows.  Consumers make the decision of wheth-
er to opt  into  personalisation  programme,  firms  then  set  
price-quality  accordingly  for  thetwo segments, the in-con-
sumer segment or out-consumer segment.  An equilibrium 
isreached when there is no profitable deviation between both 
firms and consumers.  Noteit’s assumed that firms do not 
switch pricing strategies as it complicates analysis.

3.2 Subgame  I:  both  firms  use  PPQ  for  
in-consumer,  NNP pricing for out-consumer

From G09, we learn that the consumers at the middle always 
gain the highest surplus from PPQ while the most loyal con-
sumers (those locate close to 1 or 0) get the lowest with their 
surplus fully extracted.  Hence, the in-consumer segment will 
be continuousin the middle thanks to the quasi-linearity of 
the utility function. Suppose for consumer type θ ∈ [ , 1− ] 
choose to option and otherwise opt out.  Denote A= ; C= 
1−  such that A+C = 1 with A and C being the marginal con-
sumers on the edge of opting out.  Denote the marginal con-
sumer who feels indifferent between the personalised offerby 
both firms by θ=B.  In this subgame, each firm offers a menu 
i.e.  quality-price schedule for out consumers θ ∈ [0, A); θ ∈ 
(C, 1] and a pair of personalised price and quality for in-con-
sumers θ ∈ [A, C].  The decision variables of the firms are q(θ) 
and p(θ) for all segment.  Focusing the analysis on firm R, the 
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objective function is given by

(6)

Starting from the out-consumer segment, standard in self-se-
lection literature, we need an incentive compatibility (IC) 
constraint to ensure that consumer purchases the product de-
signed for his type instead of other types such that his utility 
is maximised from the purchase. Additionally, the consumer 
should derive non-negative indirect utility for him to accept 
any price-quality bundle at all, which forms an individual 
rationality (IR) constraint. In addition to participation con-
dition, firms have to offer consumer surplus no less than that 
offered by the rival to keep the consumer. Therefore the opti-
misation problem is subject to the following constraints:

Note the reason why the domain of the constraints are re-
stricted to [C,1] is not the constraints only apply for the con-
sumers of the segment:  all consumers are still free to choose 
between two firms in this model.  Because of the specification 
of the utility function, it is easy to show that in equilibrium 
compared with marginal consumer C, the consumers to the 
left of C, those in the out-consumer segment loyal to firm L 
strictly prefer buying from firm L, and vice versa.  Therefore, 
firm R serves [C, 1] and firm L serves [0, A].  This is inherited 
from Mussa and Rosen (1987[mussa1978monopoly]) and 
G09.
 
By (4) transforming the decision variable the price schedule 
pR(θ) to a function of sR(θ), we have pR(θ) =θqR(θ)−sR(θ) and 
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rewrite the objective function of firm R as:

(7)

The objective function for firm L by symmetry can be written 
as following:

(8)

As per IC constraint, consumer gains the indirect utility:

(9) 

The first order condition is:

(10)

Using the envelop theorem, the equation holds at t=θ be-
cause the consumer self-select the the price and quality pair 
designed for his type.  By differentiating 9:

(11)

Hence we have:

Lemma 1.

(12)

(13)

This implies that the quality schedule qR(θ) equals to the 
slope of the consumer surplus sR(θ) and we obtain that

(14)

(15)
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In G09, firms compete on the marginal consumer who is 
indifferent between buying from two firms.  Hence there is 
an additional IR constraint to ensure that sR(B) =sL(B) and 
the firms thus compete by lowering the pricing schedule by 
a constant, sR(B).  Asa result, loyal consumers receive higher 
surplus termed as information rent.  However,in the setting 
of this model, the existence of the in-consumer segment in 
the middleground forms a barrier to facilitate two local mo-
nopoly:  it’s straightforward that for  the marginal consumers 
of two segments A≠C, they strictly prefer the offer by the clos-
er firm as it is not profitable for the further firm to poach the 
marginal consumer of the loyal out-consumer segment of the 
rivalry due to location disadvantage.  Therefore,similar to a 
monopoly, firms drive the surplus of the marginal consumer 
to zero such that sL(A) =sR(C) = 0.  The optimisation problem 
can be rewritten as:

(16)

(17)

substituting for sR(θ), we have

(18)

Changing the integration order of last term in the bracket:

(19)

then the objective function becomes

(20)

Similarly, the optimisation problem for firm L follows:



Volume VIII

145

(21)

To obtain the quality schedule, differentiate the terms in (10) 
with respect to qR(θ):

Lemma 2
The quality schedules are 

 

Now we can obtain the consumer surplus function by Lemma 
1 and Lemma 2:

(22)

(23)

We  can  obtain  the  price  schedules  by pL(θ)  =  (1−θ)qL(θ)−
sL(θ)  and pR(θ)  =θqR(θ) − sR(θ).  Therefore we have the opti-
mal price schedule:

(24)

(25)

The first two terms are identical to G09 in the case of both 
firms conducting NNP. The NNP price is strictly higher in 
the presence of the in-consumer segment since the last term 
is strictly positive.  The increase in price should fully extract 
the consumer surplus of the marginal consumer at the edge 
of out-segment. Now consider the in-consumer segment, the 
analysis will be less different from the G09 since the segment 
is just a truncated market as in their original model. Unlike 
the out-consumer segments, the in-consumer segment will 
be a continuum of consumers at the middle and firms face 
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direct competition from each other: there may be incentive to 
poach consumers for market share. Recall the objective func-
tions of two firms:

(26)

(27)

Due to perfect targeting by PPQ, there is no self-selection 
concern here hence we can make  IC  constraint  redundant.   
Therefore sL(θ)  and sR(θ)  are  equal  to  the  socially optimal  
surplus.   This  contrasts  the  quality  degradation  due  to  
the  fear  of  product cannibalisation seen in NNP case.

First order condition gives the quality schedule:

(28)

(29)

As firms have the perfect information about the in-consum-
ers, they will compete in a Bertrand manner at the individual 
level, which means the closer firm will offer exactly the  high-
est  possible  surplus  offered  by  the  other  firm  to  keep  
the  consumer.   Each consumers  will  get  offers  from  both  
firms  and  should  feel  indifferent  from  accepting either  
one  of  them.   The  closer  firm  appropriates  the  remaining  
surplus. Thus  the consumer surplus sL(θ) and sR(θ) should 
equal to the socially optimal surplus by the rival firm.  The ri-
val firm offers socially optimal quality that maximise its profit 
and marginal cost (due to Bertrand price competition) to the 
consumers located closer to the other firm.  We obtain
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(30)

(31)

In equilibrium, all consumers in [A, 1/2] buy from firm L and 
all consumers in [1/2, C] buy  from  firm  R.  Substituting  in  
optimal  quality  schedule,  we  have  the  consumer surplus

(32)

(33)

By p(θ) =u(q(θ),θ)−s(θ) we have the price schedule for in-con-
sumer segment:

(34)

(35)

Now we have the quality and price schedule for both seg-
ments as we arrive at

Lemma 3 Given the size of the segments, when both firms use 
PPQ for in-consumers and  NNP  for  out-consumers,  the  best  
response  prices,  quality  schedules  and  surplus function are 
the following:
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The original model of G09 considers the scenario for all con-
sumers where both firms engage in PPQ and both firms en-
gage in NNP, which can be considered as a special case  with  
all  consumers  opt  in  and  all  consumers  opt  out: A=C=  
1/2.   We  canalso consider G09 as a state of world where data 
protection regulation have not been introduced  yet  as  this  
can  serve  as  the  first  round  of  the  game.   Hence,  after  
firms decide  on  the  pricing  strategies,  in  round  0,  they  
set  price-quality  for  in-consumers as if all consumers are 
in the personalisation programme and price-quality sched-
ulesfor  out-consumers  as  if  all  consumers  opt  out.   We  
know  that  the  consumer  in  the middle enjoys the high-
est surplus while the most loyal consumer getting surplus 
fullyextracted when both firms use PPQ. The reverse is true 
when both firms use NNP. This is because in PPQ the least 
loyal consumers (the ones at the middle) benefit from the 
fierce competition between firms drive price down to prevent 
theirs customers from being poached.  Under NNP, the most 
loyal consumers enjoy ‘information rent’ (Mussaand Rosen, 
1978[mussa1978monopoly]) due to firm’s fear of product 
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cannibalisation.To find the marginal consumer ˆθ that is in-
different between opting in/out, equate the consumer surplus 
(purchasing from firm L) for both pricing and solve forˆθ: 

(1)

By symmetry, 

(2)

There fore in  round  0 ,   the consumers wi th type 

 and the  loyal  types,  want  to  

opt  out  to  receive  higher  surplus  while  the  less  loyal  
types prefer  to  opt  in.   Therefore  this  forms  a  first  round  

segmentation:   consumer  type 

choose to opt in and otherwise opt out.  Subsequently, firms 
update their price-quality menu for the out-consumer seg-
ment.  Since the competitive nature  hasn’t  changed,  firms  
continue  to  offer  the  same  PPQ  price  and  quality  as be-
fore when there is no out-segment.  From the derivation be-
fore, we know that the quality  schedule  follows  the  IC  con-
straint  and  is  not  determined  by  the  size  of  the segment.  
Hence price schedule effects all the rent extraction at this 
stage.  Recall the price schedule for out-consumers:

(3)

(4)

The size of increase in price, 

depends on the size of the  out-segment  indicated  by A,C 
and  should  appropriate  all  the  consumer  surplus for those 

a t  t h e  m a rg i n .   P l u g g i n g  i n   a n d 
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we  can  obtain  the  updated  price  

schedule  for  out-segment.   In  the  next  round,  it’s 
straightforward to show that some consumers who have opt-
ed out in the last round is worse off due to the new price 
schedule and would like to opt in.  The in-segment is hence 
larger and firms update the price schedule accordingly.  As 
shown in Figure 16,this iteration process keeps going until 
only the most loyal consumer, θ= 0 or θ= 1 is left in the 
out-segment.  At that time,  they should be indifferent to opt-
ing is and opting out as their surplus is fully extracted either 
way.  Therefore we arrive at:

Proposition 1. When both firms use PPQ for in-consumers 
and NNP for out-consumers,all consumers choose to opt in 
and receive PPQ offer in equilibrium.

Intuitively,  because  firms  hold  the  location  information  
of  the  in-consumers  and hence the size of the segment, 
firms do not directly need the consumer to opt in for them 
to know the type of the consumers at the margin of out-seg-
ment. The information is crucial as firms can accordingly ex-
tract maximum surplus by updating price schedule and there 
is no fear of rival firm poaching customers. In this subgame, 
even though consumers are given the discretionary choice of 
staying in  and  out,  the  typical  consumer  is  weakly  worse  
off  when  opting  out,  that  is,  the utility-maximising prod-
uct from the quality-price menu for the out-segment delivers 
no greater surplus comparing to the offer that is customised 
for the consumer.  From the perspective of social welfare,  it’s 
straightforward to show that the social welfare is  highest  in  
equilibrium  and  it’s  socially  optimal.   Firms  offer  sub-op-
timal  quality schedule, a.k.a.  product degradation under 
NNP to prevent product cannibalisation under NNP but offer 
socially optimal quality with PPQ. More on welfare discussion 
shall be discussed in more detail in the later section.
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3.3 Subgame case II: both firms use PPQ for 
in-consumers, uniform pricing for out-con-
sumers

The subsection analyses the subgame when both firms use 
PPQ for in-consumers and uniform pricing for out-consum-
ers.  The analysis for in-consumer segment will remain the 
same as in previous section for same pricing being used.  For 
out-consumer segment, firms will offer a flat quality and price 
for every consumers with no regards to their types in this 
case.  Firms choose a price and quality that maximises profits.  
Consumers choose to purchase from the firm with which they 
receive surplus equal or higher than 0. This implies that the 
consumer who is indifferent between buying and not buying, 
i.e. s(θ) = 0 determines the optimal market share for firms:  
consumers will not purchase from  the  firm  unless  he  is  
closer  (or  equally  close)  to  the  firm  than  the  indifferent 

Figure 1 - Consumer surplus in subgame I
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consumer.  Hence instead of considering firms setting price 
and quality to maximise profit, we can consider firms choosing 
the optimal market share to serve with quality that maximises 
profits. Without loss of generality, we again depart from the 
perspective of firm R and the analysis for firm L should follow 
by symmetry.  We also start with the stage when no one has 
opted in.  As the indifferent consumer (denoted by θ*R) de-
rives zero surplus, from s(θ) =θq−p, we have p=θ*q.  We have 
the optimisation problem for firm R:

(5)

the optimisation problem for firm L:

(6)

The first order conditions for firm R are:

(7)

and that for firm L are

(8)

Solving for θ*R and qR, we have

(9)

(10)

Then we obtain
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Lemma 4. When  all  consumers  opt  out,  the  best  response  
uniform  price,  quality,consumer surplus set by the firms are 
the following:

(11)

(12)

We can see that as  and 
for α >1 Therefore, it’s never optimal for the firm to cover more 
than half of the market and there will always be consumers  
not  purchasing  i.e.   the  market  is  not  covered.   Equilibri-
um  test  is  easily passed as there is no profitable deviation for 
firms to seek larger market share from the rival’s territory. To 
find the marginal consumer who is indifferent between opting 
in/out, i.e. receives same surplus from uniform price and qual-
ity and PPQ, equate the consumer surplus (purchasing from 
firm R) function under two pricing:

(1)

The  consumer  type  of θ that  satisfies  the  above  equation  
is  the  marginal  consumer of  the  in-consumer  segment.   
The  consumers  to  the  left  of  the  marginal  consumer 
either receive a lower surplus comparing to the surplus they 
would have received under PPQ or do not purchase under 
uniform pricing.  Hence it’s optimal for them to opt in  and  
receive  a  higher  surplus.   Note  that  after  the  first  round  
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of  opting  in,  it’s straightforward  to  show  that  the  market  
size  of  the  out-consumer  segment  shrinks such that the 
optimal market share is no longer attainable because some 
consumers who purchase under uniform pricing will opt 
in once given the option.  Hence the corner solution arises:  
firms cover the whole out-segment and sets price that exactly 
extracts all the consumer surplus at the margin to maximise 
profits.  Then the iteration process as shown in figure 27 fol-
lows the same manner as in case I and reaches an equilibrium 
when consumers locating at the end, θ= 0, θ= 1 are indifferent 
between the uniform pricing offer and PPQ offer.  We arrive 
at

Proposition 2. When both firms use PPQ for in-consumers, 
uniform pricing for out-consumers, all consumers opt in and 
receive PPQ offer in equilibrium.

This case is more intuitive than the last one where both 
firms use NNP for out-segment.   Because  of  the  nature  of  
uniform  pricing,  the  firms  will  leave  out  some consum-
er  such  that  the  market  is  not  covered.   Then  there  is  
nothing  stopping  the consumers in the middle from opting 
into the personalisation scheme to achieve higher surplus 
comparing to none.  Given firms always maximise profits 
subject to the size of the out-segment, recall the first order 
condition:

(2)

Solve for qR, given the constraint C=θ

(3)

We can see for α > 1, it’s easy to show that qR strictly increas-
es in C. Hence as the out-segment  get  smaller,  the  quality  
provided  by  the  firms  will  increase  along  price until they 
reach the maximum that the most loyal consumers are will-
ing to pay.
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Figure 2 - Consumer surplus in subgame II

3.4  Subgame III: both firms use PPQ for 
in-consumers, one f irm uses NNP for 
out-consumers, one firm uses uniform pric-
ing for out-consumers

The analysis of this subgame is similar to the previous two:  
when there exists a in-consumer segment in the middle part 
of the consumer continuum,  firms act as local monopolies in 
the out-segment and solve the respective optimisation prob-
lems as out-lined in the precious analysis.  When consumers 
move first, the consumers close to the middle opt in to re-
ceive PPQ offers from which they derive higher surplus while 
loyal consumers  opt  out  to  receive  NNP/uniform  pricing  
offers.   Then  firms  subsequently update their price-quality 
(schedule) and screening process begins as more consumers 
opt in to receive PPQ offers for the offers in the out-segment 
being worse than that in  in-segment.   Following  a  similar  
manner,  the  screening  stops  until  the  most  loyal consum-
ers are indifferent between the offers in two segments.  When 
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firms move first,to  extract  maximum  rent  to  maximise  
profit,  given  the  option  to  opt  out  held  by consumers, 
firms set an out-segment offer such that all consumers prefer 
PPQ offers. Hence all consumers opt in to receive PPQ offers.

Based on the previous analysis, this argument is immediate.  
Without unnecessary repetition, we arrive at:

Proposition 3. When both firms use PPQ for in-consumers, 
one firm uses NNP for out-consumers, one firm uses uniform 
pricing for out-consumers, all consumers opt into receive PPQ 
offer in equilibrium.

Notice  when  both  firms  have  personalisation  programme  
i.e.    use  PPQ  for  in-consumers,  same  equilibrium  will  be  
reached  for  any  other  pricing  strategy  chosen for out-con-
sumer segment. 

3.5  Subgame  IV:  one  firm  uses  PPQ  for  
in-consumers  and NNP for out-consumers, 
the other firm uses NNP for all consumers

In  this  subgame,  we  consider  the  case  where  only  one  
firm  has  personalisation  pro-gramme.  The other firm could 
be either not having the access to the technology or choosing  
to  forego  personalisation.   Unlike  the  subgames  where  
symmetrical  pricing strategies were chosen, it is not immedi-
ately clear that which consumers are better off with NNP/PPQ 
in this case.  G09 presented when one firm uses PPQ and one 
firm uses NNP, some consumers of the firms using NNP is 
poached by the firm using PPQ. This leads  to  an  inefficient  
equilibrium  as  a  proportion  of  consumers  accept  person-
alised deal from the further firm.  Therefore, social welfare is 
at the lowest in this scenario. In  this  subsection,  we  depart  
from  G09  and  discuss  how  market  evolves  under  data-
protection regulation.

Consistent to G09 and prior literature, we set the sequence as 
PPQ firm deciding on price-quality schedules after the NNP 
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firm.  This is to make the equilibrium analytically tractable 
as there is no pure strategy Nash equilibrium when pricing 
is simultaneously set.  Hence, NNP firm announces its menu 
of price and quality first and then PPQ firm sends perfectly 
targeted personalised offer to all consumers,  who make the 
purchase decision upon comparing the consumer surplus.  
In this game, the outside options for PPQ firm’s consumers 
include opting out of the personalisation programme and 
receive NNP offer from the PPQ firm in addition to purchas-
ing from the NNP firm and not purchasing.  Without loss of 
generality, we assume firm L to be the NNP-only firm andonly 
firm R has personalisation programme.

Firm R’s optimisation problem is the same as in the both 
firms using PPQ case,formally:

(4)

Firm R sets price, effectively consumer surplus sR(θ), to match 
each consumer’s surplus derived  from  outside  option.   Firm  
R  offers  socially  optimal  quality  due  to  perfect targeting 
to maximise profits.  Therefore the marginal consumer who 
feels indifferent between NNP offer from firm L and PPQ of-
fer from firm R will receive socially optimal surplus from firm 
R, that is socially optimal quality purchased at marginal cost.  
Firm L has to offer equal amount of surplus or the consumer 
is poached otherwise.  Hence, the optimisation problem for 
firm L remains the same as in subgame 1 except IR2 is re-
placed by the socially optimal surplus curve of firm R:

(5)

Disregarding the opting out option, G09 gives the solution of 
the optimisation problemsas follows, with marginal consum-

er type given by :
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From this solution, we can obtain that firm R seizes more 
than half of the market as B < 1/2.   It  can  also  be  shown  
that  more  than  half  of  total  consumers  have  their sur-
plus fully extracted by firm R. The only consumers of firm R 
with positive surplus are  those  located  sufficiently  close  to  
B:  firm  R  has  to  offer  certain  surplus  that  is equal to the 
surplus derived from purchasing the offer for B from firm L to 
poach those consumers.  This is a crucial point when we add 
in the outside opportunity of opting out of firm R’s personali-
sation programme.

When  consumers  receive  zero  surplus,  they  are  indiffer-
ent  between  deal  and  no-deal.  It follows that they should 
be indifferent between opting in and opting out.  If consum-
ers move first, at least for the consumers located at the right 
of 1/2, opting out of the personalisation programme would 
prompt firm R to offer a menu of NNP price-quality pairs 
as in subgame 1, from which consumers derive strictly pos-
itive surplus. Even if firm moves first and preemptively set 
an NNP menu that no consumer prefers, opting out is still a 
weakly dominant strategy as they don’t receive any surplus 
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in the in-consumer segment.  Firm would have to update 
price-quality schedules to cover the out-consumer segment to 
maximise profits.  However, the consumers located between 
1/2  and  B,  those  who  are  poached  by  firm  R  through  
PPQ,  wouldn’t  benefit  from opting  out  of  firm  R’s  per-
sonalisation  programme.   From  Lemma  3,  we  learn  that 
under NNP, the optimal quality offered decreases in con-
sumer type and is equal to 0 when θ= 1/2 to suffice IC condi-
tion.  Therefore, firm R does not provide any NNP offers  that  
generate  positive  surplus  to  the  consumers  located  in  
[0, 1/2].   Then  the outside opportunities of those poached 
consumers boil down to the NNP offers from firm L, more 
precisely the price-quality designed for marginal consumer 
B. As per the solution above, firm R sends perfectly targeted 
offers that exactly match the surplus derived from purchasing 
(pL(B), qL(B)). Thus, there is no profitable deviation for those 
consumers.  Note, to opt out and prompt firm L to offer NNP 
menu as in both-NNP case is not an option even though all 
poached consumers would receive strictly higher surplus.  
This is because firm R could potentially offer socially optimal 
surplus due to perfect targeting to poach those consumers 
while firm L has to offer quality schedule that satisfies IC con-
dition.  In other words, it’s optimal to forego those consumers 
when the rival has PPQ. Hence firm L will never offer a NNP 
menu that covers half of the market.

Simulating with α= 2, we can see the above argument in figure 
3.  Consumers in [0, 0.27] (B=0.27) purchase NNP offers from 
firm L; consumers in [0.27, 0.5] purchase PPQ  offers  from  
firm  R  while  consumers  in  [0.5, 1]  opt  out  of  the  person-
alisation programme  and  receive  NNP  offers  from  firm  R.  

As α→1, B→1/3; α→ ∞, B→1/4,  provided <0,  we  have  1/4< 

B <1/3.   From sR(θ)  =  max[0,(1−θ) qL(B)−pL(B)], we can ob-
tain  such that (1− )qL(B)−pL(B) = 0 and consumers located 
on the right of  have surplus fully extracted under PPQ. It’s 
straightforward to show that  < 1/2, hence consumers locat-
ed in [1/2, 1] receive zero surplus under PPQ  and  have  incen-
tives  to  opt  out  as  aforementioned. The  entire  analysis  
applies when reversing positions of two firms. 
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 Therefore, we arrive at

Proposition 4. When one firm uses PPQ for in-consumers 
and NNP for out-consumers,the  other  firm  uses  NNP  for  all  
consumers:  (1)  all  consumers  located  on  the  half  of mar-
ket on the side of the firm with personalisation programme opt 
out to receive NNP offers.  (2)  Part  of  the  consumers  located  
on  the  other  half  of  the  market  opt  into  the personalisa-
tion  programme  of  the  further  firm  to  receive  PPQ  offers.  
(3)  The  rest  of the consumers purchase NNP offers from the 
closer firm.

3.6  Subgame  V:  one  firm  uses  PPQ  for  
in-consumers  and NNP for out-consumers, 
the other firm uses uniform pric-ing for all 
consumers

The majority of the analysis is analogous to subgame IV. We 
also assume firm R to be the firm with personalisation pro-
gramme and sets price-quality schedules after firm L for the 
same reasoning.  From Lemma 4, we have the consumer sur-
plus function when consumers purchase the optimal uniform 
pricing offer from firm L, formally:

Firm R uses perfect targeting to pick up the part of the mar-
ket not covered (as seen in subgame II): and poach 
some of the consumers that would purchase from firm L. The 
firm achieves so by providing the surplus that exactly match 
that of purchasing the uniform pricing offer.  Therefore we 
can substitute the surplus function into firm R’s objective 
function:
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Figure 3 - Consumers surplus in subgame IV

Solving the optimisation problem gives the optimal share of 
consumers firm R should poach:  firm R keeps poaching firm 
L’s consumers until no more profit could be gained. There  is  
no  closed  form  solution  for  the  marginal  consumer  type  
B.  When α=  2, .  Then firm L will offer the uni-
form price and quality such that consumer B is indifferent be-
tween purchasing and not purchasing.  Therefore,  despite 
different value in B, we arrive at the same layout as in propo-
sition 4:

Proposition 5. When one firm uses PPQ for in-consumers 
and NNP for out-consumers,the other firm uses uniform pric-
ing for all consumers:  (1) all consumers located on the half of 
market on the side of the firm with personalisation programme 
opt out to receive NNP offers.  (2) Part of the consumers locat-
ed on the other half of the market opt into the personalisation 
programme of the further firm to receive PPQ offers.  (3) The 
rest of the consumers purchase NNP offers from the closer 
firm.
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4 Discussion

From subgame 1-3, we learn that as long as both firms use 
PPQ for consumers who opt into the personalisation pro-
gram, the same equilibrium where all consumers opt in will 
be reached for any pricing stratgies used in out-consumer 
segment.  From subgame4-5,  we  have  that  when  there  is  
only  one  firm  with  personalisation  programme,  all con-
sumers  of  that  firm  will  opt  out  and  the  firm  uses  PPQ  
to  poach  some  of  the other firm’s consumers.  Therefore, 
the choices of pricing strategies for the in-consumer segment  
determine  which  equilibrium  that  the  market  will  reach.   
Comparing  with benchmarked G09, in subgame 1-3, the mar-
ket equilibrium is the same as that of both firm using PPQ 
case.  In subgame 4-5, the equilibrium is different from the 
one in G09with asymmetrical pricing (one firm uses NNP and 
one firm uses PPQ) as half of the total consumers exercise 
the option of opting out and receive higher surplus instead of 
being fully extracted.  This follows that consumers will only 
exercise the option to opt out in equilibrium when there is 
only one firm with personalisation programme. In  the  cases  
with  asymmetrical  pricing  strategies  (with  and  without  
personalisation programme), the total consumer surplus is 
higher in this model than in G09 despite the social welfare is 
lower.  G09 gives firms’ profits to be higher when both firms 
use PPQ comparing to only one firm using PPQ. Therefore, it 
is straightforward to arrive at that firms receive higher profit 
when they both use PPQ in this model as some extra rent un-
der NNP will have to be offered to the consumers who opt out 
when the rival doesn’t have personalisation programme.

Intuitively, when both firms have personalisation pro-
gramme, they are competing for  every  consumer  who  opts  
in  hence  at  least  some  consumers,  especially  the  less 
loyal ones, benefit from competition.  This, however, is not 
the case for the more loyal consumers once they opt out of 
the programme as they no longer receive personalised offers 
from both firms.  Although they are still free to purchase from 
the price-quality menu offered from both firms, they cannot 
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derive positive surplus from purchasing NNP offer from the 
further firm as the price-quality is set to prevent product can-
nibalisation. The two local monopolies are formed in such 
a way that consumers are better off with the personalised 
offer.  When there is only one firm with personalisation pro-
gramme, the competition is no longer for every consumer but 
the consumer at the margin.  As firm without PPQ couldn’t 
possibly set an NNP price quality schedule that attracts the 
consumers loyal to the rival firm, hence PPQ firm could ex-
tract all the consumer surplus of its consumers through PPQ. 
Then under data protection regulation, those consumers are 
better off with opting out of the personalisation programme 
and claiming information rent under NNP.

As  aforementioned,  when  both  firms  use  PPQ,  consis-
tent  with  G09,  the  social welfare is at highest since socially 
optimal quality is being offered.  Data protection regulation 
does not affect this welfare property. When only one firm has 
personalisation programme, the option to opt out reduces the 
social welfare comparing to the scenario with no such option.  
From propositions 4-5, some of the consumers are poached, 
which could be seen as an inefficient allocation as it’s more 
efficient for those consumers to purchase from the closer 
firm.  Together with half of the market opting out to receive 
NNP offers with qualities constrained by self-selection, the 
consumer surplus is higher at the cost of social welfare.

5 Conclusion

Data  protection  regulation  is  a  relatively  new  practice  
while  we  see  the  real  world applications of the personalisa-
tion techniques such as customer relationship management 
system (CRM) and flexible manufacturing system (FMS) and 
a clear trend of wider adoption can be seen.  Prior literature 
often flag the strategic responses of the consumers  (e.g.,  de-
leting  cookies;  delaying  purchases)  as  a  difficult  aspect  
to  be  incorporated  in  the  models.   Regulations  such  as  
GDPR  offer  a  firmer  instrument  for consumers to reject 
personalisation pricing,  which is unprecedented.  The novel-
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ty of this work consists of providing a theoretical framework 
to analyse the implications of empowering consumers with 
such regulation-implied option on the markets that involve-
such price-quality personalisation.  This effectively embeds 
the strategic behaviour of the consumers’ into the modelling.  
In the stylised setting, the model shows in some cases,  the 
option to reject personalisation may not increase consumer 
welfare as the result  of  a  screening  and  in  some  cases  
it  might  lead  to  inefficient  allocation  and  a decrease of 
social welfare.  Typically,  those need to be assessed when 
evaluating the merits  of  the  policy.   For  example,  under  
what  circumstances  it  is  worth  trading  in certain amount 
of total welfare for the redistribution of surplus; how a mu-
tually beneficial mechanism should be designed to maintain 
the competition in the in-consumer segments such that op-
timal social surplus is achieved, etc.  At the same time, data 
regulations generally concern beyond the mere pecuniary 
consequences on the markets. They are more of a legislation 
to prevent the abuse of manipulative power of mass data pro-
cessing, which could serve the advantages of the few.  Th is 
means that maximising economic welfare might not be the 
sole purpose that legislators are questing.  Instead the aim 
is to seek a balance between the socio-economic factors that 
manage the risk imposed by big data while not distorting 
markets excessively.  How to achieve this is another big topic 
per se.

Nonetheless, there are some limitations to this model and 
caveats for real world applications, which present opportuni-
ties for future improvements.  Firstly, It is assumed that when 
a consumer opts into the personalisation programme, his/
her location be-comes common knowledge known to both 
firms.  Although this assumption could be robust when the 
information acquisition is extremely easy such that the costs 
are negligible, in reality, the personalisation programme is of-
ten not universal as it involves a  stage  of  firm  investing  in  
collecting  data  from  the  consumers.   For  instance,  firms 
might have loyalty scheme to encourage consumers to fill in 
the membership form by offering  discounts  on  the  current  
purchase.   Hence,  it  is  more  plausible  that  a  consumer’s 
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location is only known to one firm and that knowledge is 
not shared with the other firm.  Furthermore, as discussed 
in section 2, there is a cost of information acquisition and 
it is not in the firm’s best interest to acquire fully accurate 
information of all consumers.  It might be the case that a 
consumer partially reveals privacy and the personalised offer 
does not perfectly match his/her willingness to pay, which is 
not taken into account in this model.  To incorporate this into 
the modelling is certainly away to go in the future.  Secondly, 
common to the majority of Hotelling models, the consumers’ 
preferences and locations are assumed to be ex-ante given 
and fixed.  In reality, the purchase decisions are characterised 
by a variety of factors other than just brand preference and 
marginal utility for quality, e.g.  regret aversion.  It is often to 
difficult to fully capture all the affecting factors, which gives 
the rise of random utility hypothesis in econometrics.  This 
suggests consumers’ preferences should be varying with time 
instead of staying fixed and the model does not explain how 
the preferences are set.  Although this is beyond the scope of 
this model, it is an extension to pursue in related framework.  
Finally, it is also worth extending the model to investigate the 
firm’s motives in adopting pricing strategies.  For example,  
one might generalise the model by altering the distribution 
of the consumers and assess different levels of profits. This is 
crucial in understanding the firms’ behaviour especially when 
looking at the real-world market layout.
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Abstract

The United States federal minimum wage has not increased 
since 2009, and the debate regarding whether the federal 
minimum wage should increase continues to intensify. The 
field of literature on attitudes towards the federal minimum 
wage has typically examined the breakdown of such attitudes 
based only on a few variables such as political affiliation, 
gender, and race. Using Pew Research Center survey 
data from 2013-2016 and state-level economic data, this 
examination investigates whether a person’s general location 
(rural or urban) and the economic conditions of the state that 
the person resides in can have an influence on the person’s 
perspective towards a federal minimum wage increase, while 
controlling for the person’s political ideology, race, gender, 
income, education, and generation. This examination’s 
argument is two-fold: 1) People’s general locations and the 
associated state-level economic conditions can have an 
impact on their perspectives towards a federal minimum 
wage increase; 2) it is inconclusive whether the neoclassical 
argument on the minimum wage is losing support among the 
American public. This research uncovers substantial variation 
in individual-level minimum wage attitudes based on state-
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level economic conditions and general location, suggesting 
that the public may be more satisfied with state or local-level 
minimum wage policy solutions. 
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State Median Household Income; State Gini Coefficient

Table of Contents

Background Information     168
I. Literature Review and Project Introduction  170
II. Data       174
III. Statistical Procedures    175
 III.i Independent and Dependent Variables 175
 III.ii Ordered and Binary Logit Frameworks 176
IV. Results      179
V. Analysis      182
VI. Conclusion
VII. Appendix      194
 VII.i Table 4     194
 VII.ii Table 5     195
 VII.iii Table 6     196
 VII.iv Table 7     197
 VII.v Figure 1     198
 VII.vi Figure 2     198
 VII.vii Figure 3     199
 VII.viii Figure 4     199
 VII.ix Figure 5     200
 VII.x Figure 6     200
 VII.xi Figure 7     201



BERKELEY ECONOMIC REVIEW

168

 Background Information

The Fair Labor Standards Act of 1938 (FLSA) first established 
the US federal minimum wage at $0.251. Since the act’s 
inception, the US Congress has increased the federal 
minimum wage twenty-two times, though amendments 
throughout the 20th century have specified different 
minimum wages for certain types of workers2. Thus far in 
the twenty-first century, Congress has raised the federal 
minimum wage from $5.85 in 2007, to $6.55 in 2008, and 
finally to $7.25 in 2009. Although the federal minimum 
wage has not increased since 20093, numerous states and 
municipalities have increased their respective minimum 
wages above the federal threshold. This move by regional 
governments has led minimum wage advocates to call for an 
increase in the federal minimum wage to levels such as $9, 
$10.10, $12, or even $15. As a result, the minimum wage debate 
is far from settled. 

Neoclassical economics arguments have long posited that 
increases in the minimum wage will lead to decreases in 
employment rates4. This postulation relies on the theoretical 

1 “History of Federal Minimum Wage Rates Under the 
Fair Labor Standards Act, 1938 - 2009,” United States Depart-
ment of Labor: Wage and Hour Division, accessed on July 3, 
2017, https://www.dol.gov/whd/Minimum Wage Approval 
Rating/chart.htm#fn2.
2 Ibid
3 “State Minimum Wage Rates,” Labor Law Center, 
accessed on July 10, 2017, https://www.laborlawcenter.com/
state-minimum-wage-rates/.
 4 i. Mikra Krasniqi, “Changing Attitudes towards 
Minimum Wage Debate: How is The Neoclassical Economic 
Theory holding in the face of a New Era of Minimum Wage 
Studies?” George Mason University School of Public Policy, 
2007, pg. 3. 
ii. Dale Baleman and Paul J. Wolfson,  What does the Mini-
mum Wage Do? (Kalamazoo, MI: W.E. Upjohn Institute for 
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microeconomics competitive labor market model, which 
shows that a labor market inefficiency occurs with the 
implementation and increase of a minimum wage (a wage 
floor). The model demonstrates that raising the minimum 
wage will increase costs for employers, decrease the demand 
for workers, and create a surplus of workers who subsequently 
become unemployed and could end up in poverty.5 As a result, 
the neoclassical argument maintains that a minimum wage 
should not exist, and that wages in the labor market should 
be determined by the forces of supply and demand in order 
to ensure that there is no loss of social welfare.6 However, 
Mikra Krasniqi (2007) claims that from 1990 to 2006, the 
majority of scholarly attitudes had started to shift away from 
the neoclassical argument on minimum wages and move 
towards the assertion that increases in the minimum wage 
may not adversely affect employment rates.7 In fact, more 
research studies have concluded that modest increases in the 
minimum wage are not always associated with statistically 
significant decreases in employment rates.8 Apart from the 
employment aspect, minimum wage research has also begun 
to consider the effects of minimum wage increases on other 
elements of society, such as income inequality and poverty 
rates. Early research has shown that higher minimum wages 
reduce income inequalities and poverty rates.9 

These challenges to the neoclassical paradigm of the 
minimum wage have intensified the political debate on 
the merits of raising the minimum wage (whether it be 
at the federal, state, or local level). Throughout much of 
the twentieth century, the politics of the minimum wage 

Employment Research, 2014), pg. 22.
5 Baleman, What does the Minimum Wage Do?, pg. 11.
6 Ibid, pg. 11.

7 Krasniqi, pg. 2.
8 Baleman, What does the Minimum Wage Do?, pg.  
60.

9 Ibid, pgs. 304 and 319
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had focused on disagreements between Republicans and 
Democrats over the magnitude of minimum wage increases 
and the coverages.10 The debate over the magnitude of wage 
change persists in twenty-first century political discourse, 
but the politics have become more ambiguous because the 
disagreements are rooted in not only inter-party affairs 
but also in intra-party affairs. One recent comprehensive 
minimum wage legislation to be introduced in Congress 
was the Minimum Wage Fairness Act in 2013 (in the Senate), 
which proposed raising the US federal minimum wage to 
$10.10 over the course of two years.11 Republicans opposed the 
bill and the Senate did not vote on it, because even though 
the Democrats controlled the Senate at the time, there 
were disagreements among Democrats over the magnitude 
of the proposed federal minimum wage.12 Advocates for 
an increase in the federal minimum wage have presented 
a myriad of arguments; the following ones are some of the 
most common: 1) more people will be lifted out of poverty; 
2) income inequality will lessen; 3) government welfare 
spending will decrease; and 4) more Americans will be able 
to afford housing and other basic goods.13 Opponents of an 
increased minimum wage tend to argue the following: 1) more 
workers will be unemployed (especially low-skill ones) due 
to company layoffs and/or outsourcing; 2) small businesses 
cannot tolerate a higher minimum wage; 3) poverty rates will 
increase; and 4) the prices of consumer goods will increase.14 

10 Jerold Waltman, Politics of the Minimum Wage 
(Urbana and Chicago: University of Illinois Press, 2000), pgs. 
20, 21, 40.
11 “S.1737 - Minimum Wage Fairness Act,” Library of 
Congress, accessed July 17, 2017, https://www.congress.gov/
bill/113th-congress/senate-bill/1737.
12 Justin Sink, “Obama: Congress has ‘clear choice’ on 
minimum wage,” The Hill, April 2, 2014, accessed July 15, 2017, 
http://thehill.com/blogs/blog-briefing-room/news/202475-
obama-congress-has-clear-choice-on-minimum-wage.
13 “Should the Federal Minimum Wage Be Increased?” 
ProCon, accessed on July 15, 2017, https://minimum-wage.
procon.org/.
14 Ibid
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The other dimension of the general minimum wage debate 
concerns whether a minimum wage should exist in the first 
place. Some who are against the existence of a minimum wage 
contend that the market should decide the wages of workers 
(the neoclassical argument), while others argue for minimum 
wage alternatives such as the institutionalization of universal 
basic income.

I Literature Review and Project 
Introduction

The current relevance of the minimum wage debate, the in-
crease in empirical minimum wage research, and changes in 
minimum wage policy at the state level necessitate an anal-
ysis of people’s attitudes towards a federal minimum wage 
increase. Krasniqi (2007) studied scholarly attitudes towards 
the prospect of a minimum wage increase, but it is also im-
portant to examine public opinion towards a minimum wage 
increase because these attitudes can have an impact on pol-
icy. Waltman and Pittman (2002) studied the determinants 
of state minimum wage rates using survey data, and con-
cluded that the public’s political leanings majorly influence 
state minimum wage levels.15 Evidence from the 20th century 
showed that there was a strong connection between US feder-
al minimum wage policy and public opinion, such that Con-
gress tended to increase the federal minimum wage in light of 
polls that demonstrated that a clear majority of the American 
public favored a higher federal minimum wage. 16

Waltman (2000) analyzed public opinion polls in the 1990s 
and observed that the political affiliation of people is a sig-
nificant predictor of their support for a federal minimum 

15 Jerold Waltman and Sarah Pittman, “The Determi-
nants of State Minimum Wage Rates: A Public Policy Ap-
proach,” Journal of Labor Research 23, no. 1 (2002), 51-56.
16 Robert S. Erikson and Kent L. Tedin. American Pub-
lic Opinion: Its Origins, Content and Impact. 9th ed. New 
York: Routledge, 2015, pgs. 309-310.
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wage increase.17 In addition to political affiliation, numerous 
polls that have been conducted by major news sources (e.g. 
CBS News & The Hill) and polling organizations (e.g. Pew 
Research Center and Gallup Poll) have uncovered that gender 
and race also influence people’s attitudes towards a federal 
minimum wage increase.18 However, most of the written con-
tent on the poll findings tends to focus on these factors and 
the overall percentage of people who support a federal mini-
mum wage increase. Much of the written content offers little 
substance on support levels for a higher federal minimum 
wage based on the respondent’s location and the location’s 
associated economic conditions. There seems to be a dearth 
of literature that focuses on public opinion towards the feder-

17 Waltman, “The Determinants of State Minimum 
Wage Rates: A Public Policy Approach,” pg. 52.
18 The following sources are examples of written 
reports of minimum wage polls that focus on the overall 
percentage of people who support a federal minimum wage 
increase and on the breakdown of the poll results by political 
affiliation, race and/or gender: 
Niv Elis, “Poll: Bipartisan majority supports raising minimum 
wage,” The Hill, June 1, 2017, accessed on January 10, 2018, 
http://thehill.com/homenews/335837-poll-bipartisan-majori-
ty-supports-raising-minimum-wage.

Andrew Dugan, “Most Americans for Raising Minimum 
Wage, “ Gallup Poll, November 11, 2013, accessed on Janu-
ary 20, 2018, https://news.gallup.com/poll/165794/ameri-
cans-raising-minimum-wage.aspx.

Bruce Drake, “Polls show strong support for minimum 
wage hike,” Pew Research Center, March 4, 2014, accessed 
on January 31, 2018, http://www.pewresearch.org/fact-
tank/2014/03/04/polls-show-strong-support-for-minimum-
wage-hike/.

Lydia Saad, “In U.S., 71% Back Raising Minimum Wage,” 
Gallup Poll, March 6, 2013, accessed on February 20, 2018, 
https://news.gallup.com/poll/160913/back-raising-mini-
mum-wage.aspx. 



Volume VIII

173

al minimum wage over multiple years since 2009.

The locations of Americans are important to consider because 
numerous states and local areas have minimum wages that 
are higher than the federal level of $7.25.19 In addition to the 
fact that minimum wages vary from one location to another, 
economic factors often associated with the minimum wage 
(e.g. unemployment rate, poverty rate, cost of living, median 
household income level, and the Gini coefficient20) also vary 
from one location to another. Whether a person lives in a 
rural or urban area could play a significant role in influenc-
ing opinion towards a federal minimum wage increase; rural 
and urban areas tend to have different economic conditions, 
such as a difference in the cost of living. Therefore, this paper 
theorizes that people’s locations and the locations’ econom-
ic conditions may influence people’s attitudes towards the 
prospect of raising the federal minimum wage. This study 
will only consider state-level economic values of minimum 
wage, unemployment rate, poverty rate, cost of living, median 
household income level, and the Gini coefficient. The reason 
for this is that the survey datasets (which are described in 
the next section) do not indicate the zip codes of the respon-
dents; the surveys only indicate the states that the respon-
dents reside in. The examination, however, will incorporate 
people’s general locations--rural or urban--since the survey 
datasets provide this information for each respondent; this 
general location variable can serve as a proxy for the local-lev-
el economic conditions.  

This paper seeks to fill the literature void, as described above, 
by observing whether a person’s general location (rural or 
urban) and the state-level economic conditions of a person’s 
state of residence can have an influence on attitudes towards 
a federal minimum wage increase, while controlling for polit-

19 “State Minimum Wage Rates,” Labor Law Center, 
accessed on July 10, 2017, https://www.laborlawcenter.com/
state-minimum-wage-rates/.
20 The Gini coefficient is a measure of income inequal-
ity that falls between 0 and 1, where 0 means perfect equality 
and 1 means perfect inequality.
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ical ideology, race, gender, income, education and generation 
type. The following list of location variables will be scruti-
nized: a person’s general location type (rural or non-rural), 
state minimum wage, state unemployment rate, state poverty 
rate, state cost of living, state median household income, and 
state Gini coefficient. This project examines people’s attitudes 
towards the federal minimum wage from 2013-2016 using sur-
vey data. This study will not focus on the debate of whether 
a federal minimum wage should exist, because the debate 
surrounding the magnitudes of the federal minimum wage 
is more persistent. The project has two principal objectives: 
1) To determine whether the location-based variables have 
an impact on one’s attitude towards a federal minimum wage 
increase; 2) To assess whether support for the neoclassical 
economics argument on the minimum wage, as detailed ear-
lier, is eroding among Americans since the last change of the 
federal minimum wage in 2009.

With this background information in mind, the examination 
will provide an overview of the rest of the paper. Section II 
will describe the Pew Research Center surveys and economic 
datasets that this research utilizes, their sources, and poten-
tial biases. Section III will provide an overview of the main 
statistical methodologies that this research study employs—
ordered and binary logit regressions. Section IV will provide 
the results of those regressions. Section V will analyze and 
discuss the important results from Section IV. Section VI will 
conclude the examination by addressing the primary objec-
tives from Section I, explaining the applications of the study’s 
findings, and suggesting avenues for future research.

II Data

This project utilizes four Pew Research Center respondent 
surveys21: February 2013 Political Survey (n = 1504), Janu‐
ary 2014 Political Survey (n = 1504), December 2015 Polit‐
21 NOTE: The Pew Research Center bears no respon-
sibility for the interpretations presented or conclusions 
reached based on analysis of the data in this project.
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ical Survey (n = 1500), and August 2016 Political Survey 
(n = 2010). All surveys include the following characteristics 
of the respondents: gender, race, general type of location, 
state location, income level, education level, political ideol-
ogy, and generation type. The February 2013 Political Survey 
asks whether the federal minimum wage should be raised to 
$9 (four options for respondents: strongly oppose, oppose, 
favor, strongly favor). The January 2014 Political Survey asks 
whether the federal minimum wage should be raised to $10.10 
(four options for respondents: strongly oppose, oppose, fa-
vor, strongly favor). The December 2015 Political Survey asks 
whether the federal minimum wage should be increased from 
$7.25 with no proposed federal minimum wage given (two 
options for respondents: favor, oppose). The August 2016 Po-
litical Survey asks whether the federal minimum wage should 
be raised to $15 (two options for respondents: favor, oppose). 

A dataset was made that contains annual average state-level 
economic data from 2012-2015. For all fifty states and the Dis-
trict of Columbia, there are measurements for the following 
economic factors: state minimum wage, state unemployment 
rate, state poverty rate, state cost of living, state median 
household income, and the state Gini coefficient. The data 
on the state minimum wages comes from the Labor Law Cen-
ter, data on the state cost of living comes from the Missouri 
Economic Research and Information Center (MERIC)22, state 
unemployment rate data comes from the Bureau of Labor 
Statistics, and the rest of the data comes from the annual 
American Community Survey Briefs provided by the US Cen-
sus Bureau. This economic dataset was merged with each 
of the four Pew Research Center surveys so that each survey 
respondent would have economic measures associated with 
him/her based on his/her state location. This allows for the 
testing of the hypothesis that the economic conditions of the 
respondent’s state of residence have an impact on the respon-
dent’s attitudes towards a federal minimum wage increase. 
 

22 MERIC determines the aggregate cost of living index 
for a state based on costs of grocery, housing, utilities, trans-
portation, health, and other miscellaneous items.
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Table 1

In terms of biases, response bias will certainly be present in 
this examination since the wording of each minimum wage 
question varies from one survey to another. The attitudinal 
bias that would result from a change in the federal minimum 
wage in a time period is not present in this examination since 
the federal minimum wage did not change in the 2013-2016 
period.

III Statistical Procedures

III.i Ordered and Binary Logit Frameworks

Two ordered logit and two binary logit regressions are gener-
ated in this study. The MINIMUM WAGE APPROVAL RATING 
variable, in each of the four regressions, is the dependent 
variable, which gives one’s response to the minimum wage 
question of the given survey. Table 1 describes the specifica-
tions of the MINIMUM WAGE APPROVAL RATING variable 
in each of the regressions:
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Table 2

The independent variables of the regressions are defined as 
follows in Table 2:

* denotes a location variable
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Note: Tables 4-7 in the appendix show the weighted summary 
statistics for the location variables in each of the four surveys.

III.ii Independent and Dependent Variables

All four regressions23 are weighted in order to account for 
potential biases in sampling and to better reflect certain US 
population characteristics. Each Pew Research Center dataset 
provides a survey weight variable that will be utilized for each 
regression. 

The 2013 and 2014 ordered logit models have the follow‐
ing forms (for each model, 3 equations for each value j):

23 For each model, the state unemployment rate, state 
poverty rate, state cost of living, state median household in-
come, and the state Gini coefficient will take on their respective 
annual average values in the year before the administration of 
the corresponding Pew survey in order to prevent post-treat-
ment bias. The state minimum wage will be the minimum 
wage in the state at the time the corresponding Pew survey 
had been administered. None of the models exhibit multicol-
linearity. Neither the 2013 ordered logit regression nor the 2014 
ordered logit regression shows a violation of the Proportional 
Odds assumption that would adversely affect model specifi-
cation. Neither the 2015 binary logit regression nor the 2016 
binary logit regression provides evidence that the continuous 
independent variables are not linearly related to the log odds 
dependent variable. As a result, it is appropriate to proceed 
with these models for the rest of the study.

= αj + (-β1(State 

Minimum Wage 2013)  - β2(State Unemployment Rate 2012)  
- β3(State Poverty Rate 2012)  - β4(State Cost of Living 2012)  
- β5(State Median Household Income 2012)  - β6(State Gini 
Coefficient 2012)  - β7(Rural)  - β8(Female)  - β9(White)  - 
β10(Black)  - β11(Hispanic)  - β12(Income)  - β13(Education)  - 
β14(Political Ideology)  - β15(Generation)) + ε
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= αj + 

(-β1(State Minimum Wage 2014)  - β2(State Unemployment 
Rate 2013)  - β3(State Poverty Rate 2013)  - β4(State Cost of 
Living 2013)  - β5(State Median Household Income 2013)  - 
β6(State Gini Coefficient 2013)  - β7(Rural)  - β8(Female)  - 
β9(White)  - β10(Black)  - β11(Hispanic)  - β12(Income)  -
 β13Education)  - β14(Political Ideology)  - β15(Generation)) + ε

j  {0,0.333,0.667} and j represents the cut-point (intercept) at cate-
gory j.

The 2015 and 2016 binary logit models have the following 
forms:

= β0 + 

β1(State Minimum Wage 2015)  + β2(State Unemployment 
Rate 2014)  + β3(State Poverty Rate 2014)  + β4(State Cost of 
Living 2014)  + β5(State Median Household Income 2014)  + 
β6(State Gini Coefficient 2014)  + β7(Rural)  + β8(Female)  + 
β9(White)  + β10(Black)  + β11(Hispanic)  + β12(Income)  + 
β13(Education)  + β14(Political Ideology)  + β15(Generation) + ε 

= β0 + 

β1(State Minimum Wage 2016)  + β2(State Unemployment Rate 
2015)  + β3(State Poverty Rate 2015)  + β4(State Cost of Living 
2015)  + β5(State Median Household Income 2015)  + β6(State 
Gini Coefficient 2015)  + β7(Rural)  + β8(Female)  + β9(White)  + 
β10(Black)  + β11(Hispanic)  + β12(Income)  + β13(Education)  + 
β14(Political Ideology)  + β15(Generation) + ε

IV Results

This table reports the results of the regressions as outlined in 
Section III:
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Table 3
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Table 3 Cont.

Notes:        
*     Statistically significant at the 10 percent level
**   Statistically significant at the 5 percent level 

*** Statistically significant at the 1 percent level 
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V Analysis

V.i State-Level Variables Discussion

The four regressions show that state-level economic condi-
tions are relevant and may influence a respondent’s position 
on whether the federal minimum wage should increase. 
Compared to the 2015 binary logit regression (where the sur-
vey question asks whether the federal minimum wage should 
increase at all), the other three regressions show more statis-
tically significant results for the location variables, perhaps 
because the survey questions for the other three regressions 
provide proposed federal minimum wages ($9, $10.10, and 
$15). The state minimum wage seems to have no bearing on 
one’s attitude towards a federal minimum wage increase. This 
could be attributed to the fact that a state minimum wage 
usually does not have much economic impact, and is instead 
more symbolic in meaning.24 Based on this, the state min-
imum wage and its associated effects may not be salient to 
people when they consider their positions on the prospect of 
a federal minimum wage increase. 

The regressions for $10.10 and $15 provide evidence of a neg-
ative relationship between the state poverty rate and the 
support for an increased federal minimum wage, but the re-
gression for $9 shows the opposite. The data shows that for a 
1 percent increase in the state poverty rate, the odds of oppos-
ing a $9 federal minimum wage decrease by 9.87 percent25, 
the odds of opposing a $10.10 federal minimum wage increase 
by 14.54 percent and the odds of opposing a $15 federal mini-
mum wage increase by 9.73 percent. This finding may suggest 

24 Waltman, “The Determinants of State Minimum 
Wage Rates: A Public Policy Approach,” pg. 54.
25 Note that for ordered logit regressions of 2013 and 
2014, “odds of opposing” refers to the odds of “strongly op-
posing” or “opposing” a $9 or $10.10 federal minimum wage 
relative to the upper two categories — “favor” and “strongly 
favor”. 
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that people who live in states with high poverty rates believe 
that an increase in the federal minimum wage can counteract 
high poverty to a certain extent (around $9) as Figure 1 in the 
appendix suggests. It is possible that people in high poverty 
states are more wary of a federal minimum wage that is high-
er than $9 as Figures 2 and 3 indicate, a point at which they 
may be more in line with the neoclassical economics argu-
ment that an increase in the federal minimum wage will not 
alleviate poverty.26 The findings for $10.10 and $15 are intrigu-
ing because they contradict a long range of economic studies 
that argue raising the minimum wage significantly reduces 
poverty rates; in fact, Dube (2017), using data from 1984-
2013, showed that for every 10 percent increase in the effective 
minimum wage, the poverty rate is expected to decline by 5.3 
percent in the long run.27 There may be a disconnect between 
the public’s perceptions and empirical economic studies on 
the relationship between a federal minimum wage increase 
and the state poverty rate.  
 
The 2014 ($10.10) and 2015 (General Support) regressions 
show a positive relationship between the state cost of living 
and the support for an increased federal minimum wage, but 
the  regression for $9 shows the opposite. The data shows that 
for a unit increase in the state cost of living, the odds of op-
posing a $9 federal minimum wage increase by 0.95 percent, 
the odds of opposing a $10.10 federal minimum wage decrease 

26 Thomas C. Leonard, “The Very Idea of Applying 
Economics: The Modern Minimum-Wage Controversy and its 
Antecedents,” History of Political Economy 32, no. 5 (2000), 
pg. 124. 

27 David Cooper, “Raising the minimum wage to $15 
by 2024 would lift wages for 41 million American workers,” 
Economic Policy Institute, April 26, 2017, accessed March 3, 
2018. https://www.epi.org/publication/15-by-2024-would-lift-
wages-for-41-million/
Arindrajit Dube, “Minimum Wages and the Distribution of 
Family Incomes,”  No 10572, IZA Discussion Papers, Institute 
for the Study of Labor (IZA), 2017.
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by 0.79 percent, and the odds of opposing an increase in the 
federal minimum wage (in general) decrease by 1.03 percent. 
People who live in states with high costs of living generally 
need higher incomes in order to afford basic necessities (e.g. 
housing and food) and to have adequate purchasing power. 
It is intuitive that there is a positive relationship between the 
support for a higher federal minimum wage in general and 
the state cost of living. Interestingly, there is a negative rela-
tionship between the state cost of living and the support for 
a $9 federal minimum wage. It could be that those in states 
with high costs of living believe a $9 federal minimum wage, 
despite being higher than the current federal minimum wage 
of $7.25, is not high enough as a living wage, and thus they 
favor a federal minimum wage higher than $9. On the other 
hand, those who live in low-cost states may believe that a fed-
eral minimum wage of $9 is tolerable.

However, they may also believe that  having a federal mini-
mum wage greater than some threshold (perhaps $9) over-
compensates for the low cost of living with the potential to 
harm their economies (e.g. job loss), as suggested in research 
conducted by the Heritage Foundation.28   

The regressions for $10.10 and $15 provide evidence of a pos-
itive relationship between the state Gini coefficient and the 
support for an increased federal minimum wage, but the re-
gression for $9 shows the opposite. The data shows that for a 
1 percent increase in the state Gini coefficient, the odds of op-
posing a $9 federal minimum wage increase by 5.41 percent, 
the odds of opposing a $10.10 federal minimum wage decrease 
by 10.46 percent, and the odds of opposing a $15 federal min-
imum wage decrease by 9.67 percent. This finding could sug-
gest that people in high income inequality states believe that 
a $10.10 or $15 federal minimum wage is a sound policy that 

28 James Sherk, “How $15-per-Hour Minimum Starting 
Wages Would Affect Each State,” The Heritage Foundation, 
August 17, 2016, accessed on December 20, 2018,
https://www.heritage.org/budget-and-spending/report/how-
15-hour-minimum-starting-wages-would-affect-each-state
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attempts to alleviate income inequality, while thinking that a 
$9 federal minimum wage is not sufficient to combat income 
inequality (Figure 4 captures the relationship between state 
Gini coefficient and the support for a $9 federal minimum 
wage). In contrast, those who live in states with low income 
inequality may view a $10.10 or $15 federal minimum wage as 
an unsound policy as seen in Figures 5 and 6. People who live 
in low income inequality states may subscribe to the belief 
that an increase in the federal minimum wage can reduce 
income inequality to a certain extent, which is what Litwin 
(2015) concluded in his study of OECD countries.29

The state unemployment rate does not have predictive power 
in the 2013, 2014 or 2015 regressions. However, it does contain 
predictive power in the 2016 regression, where for a 1 percent 
increase in the state unemployment rate, the odds of support-
ing a $15 federal minimum wage increase by 13.66 percent as 
Figure 7 depicts. From an employment standpoint, the neo-
classical economics argument on the minimum wage seems 
to be rejected, since there is no perceived negative relation-
ship between the odds of supporting a $15 federal minimum 
wage and the state unemployment rate. But the state poverty 
rate, as seen in Figure 3, has a negative relationship with sup-
port for a $15 federal minimum wage, leaving the state of the 
neoclassical economics argument in the realm of public opin-
ion in limbo.

V.ii Rural Discussion

Whether a person lives in a rural area or not is relevant for 
the 2013 and 2016 regressions. In both cases, the likelihood of 
supporting a higher federal minimum wage (whether it is $9 
or $15) decreases when shifting from non-rural areas to rural 
areas. The 2013 ordered logit regression indicates that all else 
equal, the odds of opposing a $9 federal minimum wage in-

29 Benjamin S. Litwin, "Determining the Effect of the 
Minimum Wage on Income Inequality," Student Publications 
(2015), https://cupola.gettysburg.edu/student_scholar-
ship/300
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crease by 37.69 percent when one shifts from non-rural to
rural. The 2016 binary logit regression indicates that, all else 
equal, the odds of opposing a $15 federal minimum wage in-
crease by 23.19 percent when one shifts from a non-rural per-
son to a rural person. The rural variable does not have statis-
tical power in the $10.10 case or in the general case, suggesting 
that the rural variable is sensitive to the extreme ends of the 
spectrum of proposed federal minimum wages put forth by 
minimum wage advocates. Economic research has suggested 
that raising the federal minimum wage has the potential of 
inflicting harm on rural communities. Rural workers, who 
tend to receive lower wages than their urban counterparts, 
are more likely to be affected by dis-employment forces that 
would result from increases in costs for rural employers.30 
This could explain why rural people, compared to their urban 
counterparts, are more likely to be against a minimum wage 
increase.

VI Conclusion

The overarching purpose of this paper is to consider people’s 
locations and the economic conditions associated with those 
locations when assessing their attitudes towards a federal 
minimum wage increase. To reiterate, the goals of this project 
are: 1) To determine whether location-based variables have 
impacts on a person’s attitude towards a federal minimum 
wage increase; 2) To assess whether the support for the neo-
classical economics argument on the minimum wage is erod-
ing among Americans in the post-2009 era.  
  
With regards to the first objective, the analysis in Section 
V provides evidence for the hypothesis that state-level eco-

30 Lisa Marshall, “Minimum-wage hikes could push 
low-pay workers away,” University of Colorado Boulder, June 
15, 2017, accessed June 15, 2018, 
https://www.colorado.edu/today/2017/06/15/minimum-
wage-hikes-could-push-low-pay-workers-away
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nomic conditions and people’s general location type (rural or 
urban) have a bearing on people’s viewpoints on the federal 
minimum wage. The specific location variables that have 
predictive power in determining one’s perspective towards 
a federal minimum wage increase seem to depend on the 
proposed federal minimum wage itself (as given in the sur-
vey question). For example, in the 2015 regression (which 
asked whether the federal minimum wage should increase 
at all), the state cost of living was the only location variable 
that had predictive power; however, in the 2016 regression 
(which asked whether the federal minimum wage should be 
increased to $15), the following location variables had pre-
dictive power: state unemployment rate, state poverty rate, 
state Gini coefficient, and whether the person lives in a rural 
area. Furthermore, the proposed federal minimum wage can 
dictate the direction of support for a federal minimum wage 
increase; with respect to the state poverty rate, the state Gini 
coefficient, and the state cost of living, the attitudes towards a 
$9 federal minimum wage switched for $10.10 and $15 federal 
minimum wages.               

With regards to the second objective, results are inconclusive. 
It cannot be determined if the neoclassical argument on the 
minimum wage is losing support among the American public. 
The neoclassical argument on the minimum wage is tied to 
both unemployment and poverty. In the 2013 and 2014 regres-
sions, the state poverty rate had predictive power whereas the 
state unemployment rate did not, and the state poverty rate 
exhibited opposite relationships with the likelihood of sup-
porting a federal minimum wage increase (positive in 2013, 
negative in 2014). In the 2015 regression, neither the state 
poverty rate nor the state unemployment rate had statistical 
power in determining attitudes towards a federal minimum 
wage increase in general. Then, in the 2016 regression, the 
state unemployment rate, rather surprisingly, had a positive 
relationship with the support for a $15 federal minimum wage 
whereas the state poverty rate had a negative relationship. 
If the neoclassical economics argument on the minimum 
wage had been losing support among members of the general 
public, there would have been a consistent pattern of positive 
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relationships between the state unemployment/poverty rate 
and the support for a higher federal minimum wage. Since 
there was no consistent pattern of positive relationships, it is 
hard to deduce from the results whether the neoclassical ar-
gument is gaining or losing support among Americans in the 
post-2009 era.  

The findings of this study, however, can still help politicians 
distinguish between constituents who are more likely to 
support a federal minimum wage increase and those who are 
less likely to do so. When determining which constituents 
are more likely to favor an increase in the federal minimum 
wage (or less likely to do so), politicians need to look beyond 
political affiliation, gender, and race, and consider the con-
stituents’ general location types and the state-level economic 
conditions of the constituents. Considering that a federal 
minimum wage policy signifies enforcing a fixed minimum 
wage across the country (regardless of regional economic 
differences), the results of this study indicate that the pub-
lic may not look favorably upon the prospect of formulating 
minimum wage policy at the federal level. Rather, the public 
would prefer minimum wage policies to be formulated at a 
more regional level, either the state level or the local level. 
This means regional differences in certain economic variables 
(e.g. cost of living and the level of income inequality) would 
dictate different minimum wage policies that are tailored to 
the respective needs of constituents in different regional ar-
eas.

Future research in the area of public opinion on the federal 
minimum wage could examine how the local-level (munici-
pality) economic conditions affect attitudes towards a federal 
minimum wage or a state minimum wage increase. Also, re-
searchers could assess the American public’s level of support 
for the neoclassical argument on the minimum wage since 
2016. Although this study could not determine the state of the 
neoclassical argument for the American public between 2013-
2016, it is possible that researchers may be able to determine 
the state of this argument post-2016 due to recent political 
changes at the federal government level. Researchers could 
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further explore if there is any evidence of dissonance between 
the American public’s opinion on minimum wage and find-
ings from minimum wage empirical research. As seen in the 
subsection State-Level Variables Discussion in Section V, on 
the matter of the state poverty rate, there is evidence signal-
ling a disconnect between the American public’s opinions  on 
the federal minimum wage and empirical research findings.              
See last endnote for the works cited list.31
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Table 4: Weighted Summary Statistics (2013 Political Survey)

VII.i Table 4: Weighted Summary Statistics 
(2013 Political Survey)

N = 1504
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Table 5: Weighted Summary Statistics (2014 Political Survey)

VII.ii Table 5: Weighted Summary Statistics 
(2014 Political Survey)

N = 1504
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Table 6: Weighted Summary Statistics (2015 Political Survey)

VII.iii Table 6: Weighted Summary Statistics 
(2015 Political Survey)

N = 1500
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Table 7: Weighted Summary Statistics (2016 Political Survey)

VII.iv Table 7: Weighted Summary Statistics 
(2016 Political Survey)

N = 2010

Figures 1-7 on the next page are predicted probability graphs 
based on one of the location variables. In each graph, all oth-
er variables are fixed at their respective means.
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VII.v Figure 1: Predicted Probabilities Based 
on State Poverty Rate (%) (2013 Regression)

VII.vi Figure 2: Predicted Probabilities Based 
on State Poverty Rate (%) (2014 Regression)
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VII.vii Figure 3: Predicted Probabilities Based 
on State Poverty Rate (2016 Regression)

VII.viii Figure 4: Predicted Probabilities Based 
on State Gini Coefficient (%) (2013 Regression)
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VII.iX Figure 5: Predicted Probabilities Based 
on State Gini Coefficient (2014 Regression)

VII.X Figure 6: Predicted Probabilities Based 
on State Gini Coefficient (2016 Regression)
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VII.Xi Figure 7: Predicted Probabilities Based 
on State Unemployment Rate (%)
(2016 Regression)




