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Rising tuition and student loans have become a pressing issue in the United States. Should tuition to public universities be partially subsidized, completely subsidized, left in their current state, or otherwise altered?
The idea of free or subsidized public university education has become a hot button topic in America over the past few years, especially with the widespread adoption on the progressive Democratic flank of a platform calling for free tuition. While this idea is admirable, it is frankly unrealistic in our presently polarized system. Subduing the dizzying rise in education costs requires more nuanced solutions. This is where the idea of income share agreements comes in as an attractive, pragmatic option.

Income share agreements (ISAs) essentially treat students as companies, allowing people to invest in individual students. Investors provide them with a fixed amount of money in exchange for a certain percentage of that student’s post-graduation income for a set number of years, interest-free. This incentivizes investors to fund students whom they believe offer post-graduate potential, opening up new pathways for underserved students fearful of astronomical private loans.

Concerns of pressure placed on students by greedy “shareholders” can be circumvented. These investors can be university financial aid offices, such as Purdue University, which began offering ISAs to low-income students in 2016. The first recipients of the program received $12,000 and investors accrued 5-7% on average. In just a small sample, the benefits of ISAs are already being reaped, but must be expanded in order to truly understand their broader potential.

While on the surface this proposal may resemble a watered-down indentured servitude, ISAs are actually much more liberating than the traditional student loan system and sidestep the political gridlock involved in attempts to pass education reform. Whereas student loans restrict students in that they must end up in a career lucrative enough to pay off their monthly bills on just the interest, ISAs require nothing of students beyond paying the fixed income percentage. “Shareholders” agree to provide tuition without the promise of the full principal being repaid. This allows students to pursue careers more in line with their interests, while also encouraging investors to aid students after graduation to career success.

ISAs are also economically reasonable on a larger scale, as they work to minimize governmental financial obligations towards college education, which could open up funding for other avenues as state and federal deficits are reduced. These funds could be reinvested into a minimized form of subsidized public education, preferably for low-income students as a way to supplement the partial tuition received from an ISA. This would have the added benefit of allowing low-income students to feel even less pressured to garner high earnings directly out of college.

Much work needs to be done before students, universities, investors, and taxpayers can fully reap the benefits of ISAs.

First, there needs to be stronger legal definition on the subject, as Congress failed to pass two bills in 2014 meant to offer protections to students, such as setting maximum loan terms. Additionally, the system should be simplified in order to allow federal student loans to be paired more easily with ISAs, which would allow students to fully cover the cost of tuition.

As of now, only three to five thousand students have taken advantage of ISAs, and few universities offer them as a method of financing. If these changes can be implemented, then ISAs could enter the mainstream as an alternative to crushing student loans and idealistic free tuition plans as a method of encouraging higher education among students of all economic strata. Income share agreements won’t make college free, but they sure will make it more accessible.

5 Ibid
Abundant access to education, including universities, is essential for a functioning democracy and vibrant economy. While our state governments furnish us with completely subsidized primary and secondary schooling, the same should not be said for public universities.

To clarify, federal and state governments already spend billions each year to lower university tuition costs. For example, the federal government spent $28 billion in the 2017-18 fiscal year on Pell Grants for 7 million students, and another $47 billion on tuition tax credits, charitable deductions for education, and other education-related tax benefits. State expenditures are even greater. California subsidies for UC students have increased 26% since 2011-12 to $12,098 per full-time equivalent student. The fact that tuitions are still high tells us that receiving a high-quality university education is expensive, and therefore its pursuit should be viewed as a calculated investment for any aspiring undergraduate.

It is true that higher education has more to offer than just financial benefits. Before jumping to the conclusion that we need “free” tuition, one should first look at European countries that have already made that decision. As an example, when Germany decided to completely subsidize university education in 2014, enrollment increased 22%. Meanwhile, education subsidy costs increased 37% and spending per student declined by 10%, albeit over several years. Clearly, the move to free tuition has decreased the efficiency of their education system.

If free tuition is not the solution to providing abundant education, then what is? One idea comes to mind: rather than increasing subsidies, we should focus on offering additional ways for individuals to finance their education.

The federal government already offers student loans at below-market rates, but their repayment terms are inflexible during poor economic times and for lower-earning borrowers. A more effective financing method would be what are dubbed Income Share Agreements, or ISAs, whereby college students receive a loan in exchange for a percentage of their earnings for a predetermined number of years after graduation. Unlike loans, which require fixed interest and principal payments regardless of employment, ISA repayments adjust to what graduates can afford. They also cannot linger indefinitely, as student loans frequently do.

ISAs are already being put into practice. For example, Purdue University launched an ISA program in 2016 using funds from their endowment. So far, the program has seen the average ISA cover $12,000 in fees while generating 5-7% returns. This return aspect is the most important factor in determining a widespread rollout of ISAs. If it is proven that returns are stable, and high enough given the current interest rate environment, private investors will want a piece of the market. Once private capital is involved, ISAs could begin expansion to millions of students across the country.

Within the next decade, we could live in a world where ISAs are securitized products allowing private and public investors to fund education while generating stable returns. Just as corporate bonds fuel the growth of innovative companies like Netflix and Tesla, so too could securitized ISAs fuel the growth of educational achievement. Better still, ISAs offer a healthy alternative to student loans because they are less rigid on borrowers and impose no additional costs to taxpayers.

Since the post-WWII era, the United States has championed itself as the leader in higher education and the provider of intellectual and career-driven opportunities in the world. The passage of legislation such as the G.I. Bill and the Higher Education Act of 1965 propelled the belief of the indispensable quality of college education. Through federal subsidies, scholarships, and low-interest loans, the government enabled veterans and individuals from low-income households alike to follow various employment pathways. Essentially, direct entrance into the job market was no longer the only permissible recourse.

The hopeful and lighthearted narrative of higher education in modernity has been remarkably dismantled due to rising costs of tuition and the strained burden of student loans. For the past 30 years, the average published tuition and fees for a public four-year college increased by 6,780 dollars.\(^1\) Furthermore, the increase in college tuition has lowered the attraction of higher education, with aggregate college enrollment falling for the past five years;\(^2\) the value and the benefits tied with attending college has developed into interests worth questioning and rethinking for the sake of financial stability. Despite the enticing nature of federal higher education subsidies, such as student loans and the Pell Grant, partial or complete tuition subsidization to public universities now will only worsen the existing acute levels of price inflation. Rather than attempt to resolve the central concern in higher education through subsidization alone, greater accountability towards educational institutions and the system of financial aid disbursement in this country needs to be held before any subsequent financial policies take into effect.

The New York Federal Reserve in 2015 explicitly faulted the policies of the federal government to establish the concept of an affordable college, for the aid growth has only empowered educational institutions to egregiously hike tuition up.\(^3\) Student loans, differences in student borrowing, and tuition are all intertwined; if one is modified, it triggers change and affects the other two as well. Simply put, institutions that were more exposed to modifications in the subsidized federal loan program increased their tuition about 65 percent because of federal action.\(^4\) The rise in tuition and federal aid boosts is linked to disparate economic implications. The sequence between inflation and more extensive government support can eventually impact taxpayers negatively and prevent some individuals to attend higher education, a pattern some economists are comparing to the late 2000’s housing bubble.\(^5\)

College aid has evolved into a system that awards students from middle-class and affluent households who attend private nonprofit colleges disproportionately more than those disadvantaged who go to public community colleges.\(^6\) The role of higher education policy in the federal government has transformed dramatically over the past 40 years, so much so that it has lost its original intention and basis. To truly progress student loan and tax benefits to favor both students and the American worker, federal policies ought to be simplified and more targeted towards students of low-income households.\(^7\) This way, the subsidies will benefit those who are in actual need of them.


Interviewer: Could you begin by telling me a little bit about your background, how you got involved with economics?

Prof. Taubinsky: I actually started out as a math major in college, but I always wanted to do something that’s more in the real world. I was always interested in psychology, and I generally just enjoyed the social sciences, so economics seemed like it would allow me to combine my interest in math with my interest in the real world. Early on I contacted David Laibson, who is a behavioral economist at Harvard, and I got very lucky and got a chance to work in his group as a research assistant starting the summer after my freshman year. Getting a taste for research early on is what really pulled me into economics. I spent the rest of my summers in college working on research in David’s group, and every summer I just got more and more excited about economics. So it was very clear for me that I wanted to go to graduate school and do something in the area of behavioral economics.

Interviewer: I read one of your working papers on the soda tax, and it was really interesting because it introduced the topic in a way that I hadn’t necessarily thought about before, how some of the benefits are also regressive, impacting lower income, lower socioeconomic status members of society. What, may I ask, inspired that paper, that direction of research, for you?

Prof. Taubinsky: A lot of it is real world relevance. It’s a new kind of tax that more and more cities are considering, and it’s clearly a very difficult question that is rich in a lot of different economic principles, so there are lots of considerations in play there, and it’s a very active public policy debate. You have some people saying that we shouldn’t have these taxes because the tax burden is going to fall more on low-income people. You have other people that say, no, we should, because it’s actually low-income people who are incurring the downstream health costs from these sugary drinks because of things like diabetes or heart disease. You have other people saying, let’s not even worry about regressivity because we can take the revenues and direct them to a progressive policy initiative like a universal pre-K program. There are many different sides in this debate, and they’re all just kind of saying their own thing. And so what
we were really interested in doing is coming in as objective economists without any presumptions or ideologies, and developing a framework that allows us to take all of these considerations into account, and weigh them against each other in a principled manner, and actually bring data to bear on these issues. How regressive would this tax really be? What is the extent to which people are over-consuming soda? This is a question that is very important practically, but also very interesting from an economic perspective.

**Interviewer:** So you mention the Berkeley soda tax. How much of an effect would you say your own research that you’ve done might potentially impact public policy, and how long do you think that would take?

**Prof. Taubinsky:** We do come up with a number. But I have to say that, before I go out and start advocating that that is the right size tax, I want to see a lot more work that’s challenging our results, or verifying that they’re robust. It’s a scientific process; I don’t believe that one study is enough to reach a conclusive answer, but it’s a start. We can still learn something. So what did I learn from doing this? I learned that, probably, the kinds of taxes that we have are somewhat too low. We’d probably be better off having something that’s higher than a 1 cent per ounce tax, maybe 1.5 cents, or maybe 2. But again, I want to be careful and say that’s a “probably.” We need more research.

**Interviewer:** So if you were to do more research on the soda tax, what direction would you take that? What new aspects or new variables would you look at?

**Prof. Taubinsky:** Here’s another very basic consideration; this is something we’re working on as well. And this is something I’d actually be less hesitant about pitching, if I had a chance to pitch something to policy makers. Taxing soda on a per ounce basis is probably the wrong way to go, because you can have 2 drinks—both, let’s say, 20 ounces—but one is going to have a lot more sugar than another. Under the current system, they’re taxed in the same way, which I find odd, because the 20-ounce drink that has more sugar, that’s the one that’s going to generate the larger health cost, and that’s the one that’s more likely to be over-consumed by indi-
viduals if they have some self-control problems or incorrect beliefs about the health effects. So one way to advance this line of work is to actually consider alternative policies that might be more efficient than our current ones. Taxing sugary drinks on a sugar content basis rather than just on a volumetric basis is probably a better way to go.

**Interviewer:** I’ll just ask one more question, about that experiment. What’s your hypothesis coming at it before you actually conduct it?

**Prof. Taubinsky:** I actually try not to have hypotheses. I think the best way to approach these things is to just try to design a good experiment that is going to differentiate between reasonable hypotheses that others might have. My goal is not to support any one hypothesis, but just to get the kind of data that’s going to allow us to differentiate between hypotheses. I think approaching questions this way is a really important aspect of economic analysis, and I think it injects some useful objectivity in otherwise very thorny public policy debates. Because without data and objective economics principles, people can argue forever about whether some regressive taxes bad, or whether certain lending practices are exploitative. There are many people who enter these debates having already made up their minds. My goal, always, is just to create an objective economic framework that does not rest on assumptions, but that is a rigorous tool for basing our conclusions on data, without any kind of subjectivity. Some people call this kind of approach an evidence-based approach to policy. But I’m always perturbed by this phrase because how could any other approach to policy make any sense?
Time-Discipline and Southern Railroads
Increased Watch Availability Raising Labor Costs

David Abraham
University of Chicago

1. Introduction

The historian Lewis Mumford (1934) believed modern society could not operate without “time [as a] medium of existence. Organic functions themselves [are now] regulated by it: one [eats], not upon feeling hungry, but when prompted by the clock: one [sleeps], not when one [is] tired, but when the clock [sanctions] it.” E.P. Thompson (1967), in his seminal work on clocks titled “Time, Work-discipline and Industrial Capitalism,” asked,

“if the transition to mature industrial society entailed a severe restructuring of working habits - new disciplines, new incentives, and a new human nature upon which these incentives could bite effectively - how far [was this] related to changes in the inward notation of time?”

But “during the industrial revolution, in the face of the flood of new and exciting inventions, the mechanical clock lost its prominent place in published writings.” Economic historians since Mumford have been reluctant to credit the role of earlier timepieces in the story of economic development since the fourteenth century, according to

3 Mumford, Technics and Civilization, 8.
David Landes (1983). Growth has been largely attributed to other technological improvements from the nineteenth century, but while many models incorporate ‘total factor production’ terms, none have accounted for the potentially significant influence of clock-time. Robert Solow’s famous observation in 1987 that one could “see the computer age everywhere but in the productivity statistics” questioned the prevailing logic that technological change translated into economic growth and showed that certain advances had delayed or latent effects.\(^4\) Thompson’s question resides within this paradox and requires empirical testing to determine the importance of time-discipline acquisition as an influential technological change.

An analysis of post-Civil War railroad expenses for a railroad operating in the reconstructing American south from 1866 to 1886 indicates that the increased availability of watches raised labor costs for firms due to certain workers developing an innate sense of time-discipline, which enhanced their bargaining power and may have resulted in higher wages. Applying a quasi-experimental design allows for the evaluation of two hypotheses to support this thesis:

1. The labor cost to the railroad for employees working with an indirect connection to clock-time increased at a positive statistically significant rate, with respect to higher levels of watch availability.

2. The labor costs to railroads for employees working with either direct or nonexistent connections to clock-time did not increase at a positive, statistically significant rate with respect to higher levels of watch availability.

Until recently, economists had not considered pre-modern economic history relevant to assessments of post-industrial growth. However, newly available datasets and the importance of innovation have inspired a resurgence in empirical studies. A corresponding qualitative assessment of primary source documents identified exogenous societal

factors that were incorporated into a regression analysis to account for confounding effects. The coefficient results show labor costs increasing in response to technological change, which provides tentative validation for Thompson's hypothesis.

In addition to the following literature review and historical background sections, the remainder of this paper has been organized into five parts, including the conclusion. First, delving into the standard bargaining model demonstrates the theoretical validity of Thompson's thesis, along with potential ways to test it quantitatively. Second, an overview of the data lays out the necessary components for conducting the empirical analysis. Third, documentation of the sources used to compile the regression dataset. Fourth, a discussion metric of watch availability and its relationship to time-discipline dovetails into the model results along with robustness checks. The fifth and final section concludes with the implications for future research.

1.1 Literature Review

The topic of time-discipline and its relationship to work pertains to technological change and labor economics. Although these fields cover a wide variety of studies, academic work pertaining to their nexus has been fleeting. Many papers recommend in their conclusions further empirical study to bolster mathematical claims, but only a few provide applications of their theoretical results. Paul David (1990) argued that the best way to study Solow’s paradox was to conduct historical investigations into periods of ‘General Purpose Technology’ adoption. Identified as inventions that catalyze innovation and growth, subsequent empirical work concluded that their gains start to appear after barriers of skill and adoption are eventually overcome. The work-in-progress paper of Boerner and Battista (2016) studying the effect of public clock construction in Europe

---

5 See Rotemberg (2000) and Naylor (2002), both of which are working papers.
6 See Crafts (2002) and Dittmar (2011)
during the Middle Ages on pre-modern development patterns, conveying the empirical importance of clocks as significant contributors to modern economic growth. However, most studies of technological change stop short of testing mathematics with empirics and do not consider how the same processes affect labor decisions. Verifying the literature’s claims and Thompson’s hypothesis therefore requires applying the frameworks of David (1990).

Thompson’s theory of time-discipline relies on Marxist assumptions of capitalist corporations extending the workday; specifically, Thompson assumes that laborers lacking an awareness of the time are easily abused by managers who used the asymmetry of time-information to extract additional working hours. Surveys of workers during the 1980s and 1990s revealed differing attitudes towards the appropriate amount of work. Kahn and Lang (1991, 1996) found that most Canadian men were generally content with their labor hours while Stewart and Swaffield (1997) reported that a significant portion of British men were not. Bryan (2006) concludes in a survey of these results that the “responses reflect [that] genuine restrictions on the labour supply behavior of individuals [had] several implications for labour market analysis [such as] the existence of constraints. [This] suggests economists may have an inadequate understanding of how working hours are determined [and therefore] constrained hours choices may imply substantial welfare losses.” Even though the historical situation regarding time-discipline development implies that workers could only sense this purported problem, as opposed to identifying it, the transition to time-awareness potentially involves welfare gains.

---

8 Bryan (2006) notes that similar conclusions to Kahn and Lang (1991, 1996) can be reached about American workers using the Panel Study of Income Dynamics data from the same time period.
Laborers who developed time-discipline also theoretically had greater awareness of their temporal existence and thus increased bargaining power, which invokes Shapiro and Stiglitz (1984) and Pissarides (1985). For markets, some have looked at how technology impacts labor supply and demand equilibriums. Stole and Zwiebel (1996a) extended Pissarides’ model using game theory to assess how incomplete contracts and technological change can raise prices for firms. Testing their model historically, however, requires running calibrated simulations; unfortunately, insufficient empirical data exists to perform an investigation akin to David (1990). Furthermore, wage bargaining has recently taken on new importance in dynamic-stochastic general equilibrium models that include bargaining and search frictions. In a series of papers with various coauthors, Antonella Trigari incorporates labor-supply dimensions to improve the modeling of business cycle shocks. Her results indicate that modeling

10 Most extensions of these models have analyzed unions. Ferguson (1994) noted the importance of individual motivations and norms that determine the bargaining power of unions and Strand (2003) looks at workers with high bargaining power obtain higher wages and have a higher efficient effort level which drives down the overall level of jobs in an economy.

11 Bhaskar and To (1999) looks at monopsonistic competition in labor markets to see how a higher minimum wage reduces profits and Ebell and Haefke (2004) endogenized the level of bargaining for workers to see how they decide to parlay with employers in different kinds of product markets.

12 Calmès et al. (2005) outlines an alternative model type of self enforcing contracts to see if endogenous wage growth can be observed as persistent due to an initial statement of bargaining power and Naylor (2002) developed a model for a monopsony situation wherein the bargaining power of a worker directly corresponds to their ability to avoid being pushed to a lower indifference curve and then looked at technological causes for disparities.

13 In a companion paper, Stole and Zwiebel (1996b) looked at how an ‘at-will firm’ (their term for a firm that employs workers using incomplete, non-binding labor contracts) dynamically responded to changes in both its technology and the power of an individual bargainer, which constituted countervailing trends, using applications of their theoretical framework.

14 See Trigari (2006), Gertler, Sala, and Trigari (2008), and Gertler and
technological change as part of the macroeconomy affects the impulse response functions. Adding new dimensions to these models that specifically reflect the importance of technological factors for determining negotiated wages represents an important step towards truly holistic macroeconomic forecasting.

1.2 Historical Context

The miniaturization of mechanical clocks marked a significant technological advancement that vastly expanded access to artificial time. Driving clocks “by means of a coiled spring rather than a falling weight [created the] possibility of widespread private use that laid the basis for time discipline” and “with further miniaturization [yielded] the portable timepiece that we know as a watch around the beginning of the sixteenth century.”

Improvements in production lowered the price of a watch so much, that by the mid-1800s the European market for gold and silver watches became saturated, and British watchmakers began to collude to restrict supply. Historian Martin O’Malley (1990) argues the next major development was American entrepreneurs building watches with interchangeable parts midway through the nineteenth century.

In 1826, “most [Americans], if they owned a clock at all, kept [a] fifteen-dollar ‘pillar and scroll’ shelf models on their mantle” and high prices for personal timepieces in America persisted until domestic demand was met by

---

Trigari (2009). Although Bils, Chang, and Kim (2011) showed that introducing heterogeneity in worker assets and consumption using high volatility calibrations cannot generate accurate projections for wage growth found in the cyclical fluctuations of the data, the models show significant potential.

16 Ibid., 275, 284.
domestic supply. American watch manufacturing “began around 1850 but [the first producers] took a decade to work out the problems of machine production [and] in those first ten years the United States managed to produce some few thousand watches.” In 1860, the newly initiated Civil War stimulated and concentrated the market such that “Waltham Watch Company ... flourished [by selling the] remarkably inexpensive ‘William Ellery’ model [that] brought watches within the common soldier’s reach for the first time ... By 1876, American mass-production innovations allowed Waltham and Elgin, the two largest companies, to produce ... watches” far cheaper than those shipped from Europe.

Despite assertions that domestic production ushered in a new age of watch ownership, the total number of timepieces sold, either by year or region, is virtually unknown and the consequences remain uninvestigated. The northern US had imported and produced watches prior to and during the Civil War, but only after the conflict did timepieces become widely available in the South when trade resumed between the regions. “In 1858 Waltham produced its fourteen-thousandth watch [and] many competitors such as Elgin in 1864, Illinois 1869, [and] Waterbury in 1879 ... quickly enter the market.” Despite the glut of producers, most of whom went out of business quickly, few sales records remain.

Elgin and Waltham reportedly produced 90 million watches from 1865 through 1940, and while these figures indicate the rapid proliferation of watches, they offer insufficient granularity for longitudinal analysis. Data limitations have pushed horological analyses away from quantities, and rather towards qualities, specifically the promotional motifs discussed in the Appendix.

18 Ibid., 5, 174.
19 Landes, Revolutions in Time, 289.
20 Ibid., 317.
21 O’Malley, Keeping Watch, 172.
23 Landes, Revolution in Time, 318.
The acquisition of personal timepieces by everyday Americans and the accompanying development of widespread time-discipline arose in conjunction with another technological revolution: railroads. According to Gerhard Dorn-van Rossum (1996), “up until the beginning of the nineteenth century, life by the clock remained simultaneously a life under the urban bells;” but with routine comings and goings of the railroad made clock-time socially pervasive long before the majority of customers obtained watches. Individuals only acted in accordance with their own level of time awareness, whereas railroads “demanded close attention to time from its employees [with some rails using] a single clock, linked to others, [that] would oversee both workers’ and trains’ movements.” Rail corporations viewed “clock time [as essential for ensuring] regularity,” and Aaron Marrs (2009) found that the South Carolina Railroad (SCRR) even “issued a fine of five dollars to any train that departed too soon from one of six stations that had a clock in 1834.” But train signals conveyed clock-time differently for those riding and working in accordance with trains, which produced several distinct connections to time for each type of employee.

Railroad corporation labor forces can be organized into three categories: Trainmen, Stationmen, and Laborersmen, as designated by sociologist Walter Licht (1983). These groups interacted with time differently. For instance, the SCRR in 1839 required “agents at the six stations with clocks to submit a return to the main office in Charleston as to when the trains arrived and departed [and for] engineers to run their trains as nearly according to the regulations as possible.” Licht determined that divisional masters of transportation directly employed dispatchers, conductors, brakemen,

---

27 These categories were mapped directly onto the MTRR accounting system for regression analysis.
28 O’Malley, *Keeping Watch*, 89.
and switchmen, which constitute the category “Trainmen.” They also managed “stationmasters [who], in turn, supervised stations employees clerks, weight masters, car regulators, watchmen, switchmen, porters, and general station hands,” which comprise “Stationmen.” Trainmen, such as engineers and conductors, worked directly in accordance with the clock while Stationmen only interacted intermittently with time signals when trains passed through their place of work. Agents working at particular stations had access to clocks, although evidently not every station, and they would have only learned the time only in the presence of a locomotive. Locations lacking a timepiece were likely drop-off points for freight loading because “workers who loaded and unloaded freight could not depend on regular working hours.” Instead of listening for a bell to signal the end of their working day, ‘Labormen’ toiled until the work was completed, which contradicts the narrative of all railroad work as strictly clock-oriented and indicates that certain stations had no reason to be outfitted with clocks. These unique roles and classifications of workers pertain to the aforementioned hypotheses that center on an employee’s relationship to time.

30 Ibid., 14.
31 Marrs, Railroads in the Old South, 108.
2. Model

The standard wage bargaining model in Pissarides (2000) exhibits certain properties that allow for theoretical and empirical validation of time-discipline’s importance. Labor market imperfections create nontrivial exchanges that give rise to structural unemployment along-side “firm-specific shocks, which [for Pissarides] summarize mainly changes in technology or demand.”³² Supposing a labor force \( L \) with unemployment rate \( u \) and vacancy rate \( v \), the tightness of the market can be denoted \( \theta = u/v \) such that the function that matches firms and workers can be written as \( q(\theta) \).

In this model, “job creation takes place when a firm and a searching worker meet and agree to form a match at a negotiated wage,” which in other words is called a Nash bargaining solution.³³ Assuming fixed hours, nonzero marginal productivity of labor \( p \), and proportional hiring cost \( pc \), firms post vacancies as consistent with maximizing their profits. Denoting \( J \) as the present-discounted value (PDV) of profits from a hire and \( V \) as the PDV of a vacancy, the asset \( V \)'s value for a firm with access to perfect capital markets with interest rate \( r \) is:

\[
rV = -pc + q(\theta)(J - V). \tag{2.1}
\]

In equilibrium, all profit opportunities from new jobs are exploited and \( V = 0 \), implying

\[
J = \frac{pc}{q(\theta)} \tag{2.2}
\]

such that the expected gains from hiring equal the average hiring cost. Workers influence the equilibrium outcome by bargaining, and assume during search they earn some \( z \) that provides income while unemployed. Denoting \( U \) the PDV of unemployment and \( W \) the PDV of working, the searching individual finds a job with probability \( \theta q(\theta) \) such that

³³ Ibid., 8. Author’s italics.
is the minimum compensation that a potential worker must receive in order to accept an offer (i.e. reservation wage). Employed workers earn wage \( w \) and become unemployed with an exogenous probability \( \lambda \), therefore

\[ rW = w + \lambda(U - W) \] (2.4)

is the income from work and \( p \geq z \) can be shown as a necessary condition for maintaining employment. However, since searching entails costs, when workers and firms separate they need to have a higher expected return than the current situation, which indicates “some pure economic rent ... shared according to the Nash solution to a bargaining problem.”

According to the model’s construction, each distinct negotiation determines a wage \( w_i \) that satisfies the firm’s expected profit \( r_J = p - w_i - \lambda_J \) and the worker’s expected income \( r_W = w_i - \lambda(W_i - U) \). Pissarides shows that, by construction, the resulting wage maximizes the weighted product of both participants’ returns from a match to satisfy

\[ w_i = \text{argmax}((W_i - U)^{\beta}(J_i - V)^{1-\beta}), \] (2.5)

where \( 0 \geq \beta \geq 1 \) and can be interpreted as the worker’s bargaining strength when negotiating their share of the employment rent. The first order maximization condition of (2.5) is \( W_i - U = \beta(J_i + W_i - V - U) \), which can be rewritten through substitution in the form of

\[ w_i = rU + \beta(p - rU). \] (2.6)

Observing that all jobs pay the same, the reservation wage can be expressed as

\[ rU = z + \frac{\beta}{1-\beta} pc\theta, \] (2.7)

and, via several substitutions, the aggregate wage equation

\[ rU = z + \theta q(\theta)(W - U). \] (2.3)
that holds in equilibrium is

$$w = (1 - \beta)z + \beta p(1 + c\theta). \quad (2.8)$$

In an unpublished working paper, Rotemberg (2000) experiments with an equiproportional technology increase that affects hiring costs, firm technical capacity, and the reservation wage. While he also briefly considers the implications of non-equal fluctuations decreasing wages, this paper assesses the possibility of technological changes that increase the wages of workers engaged in bargaining by analyzing $p$, $c$, and the $\beta$ coefficient. Assuming that workers increase their bargaining power after developing time-discipline prompts one to take the partial derivative of (2.8) with respect to $\beta$:

$$\frac{\partial w}{\partial \beta} = p(1 + c\theta) - z. \quad (2.9)$$

Recalling the aforementioned $p \geq z$ condition for maintaining employment implies that $\partial w/\partial \beta > 0$; this result indicates that an increase in bargaining power understandably increases wages. But technological changes can also affect $p$ and $c$, which requires finding the cross derivatives with respect to those two variables:

$$\frac{\partial^2 w}{\partial \beta \partial p} = 1 + c\theta, \quad (2.10)$$

$$\frac{\partial^2 w}{\partial \beta \partial c} = p\theta. \quad (2.11)$$

Both equations are positive, although their magnitudes depend on exogenous labor market tightness. This paper therefore interprets fluctuations in wages primarily in relative terms, rather than quantifying the size of a laborer’s rent from wage bargaining, to ascertain the importance of time-discipline for firm labor costs. Taking these mathematical results to data necessitates an experimental framework to analyze factor interaction, which can also be assessed theoretically using a Taylor series expansion of (2.8). Defining $f(\beta, c, p, \theta) = w(t) = z - \beta z + \beta_p t + \beta_{p,c,t}\theta$ and letting $w, \beta, c, p$ be the average
values. The $\nabla f$ at the averages are $(p + pc\theta - z, \beta p\theta, \beta + \beta c\theta)$, respectively. Deriving the first-order Taylor series from these averages yields the following equation:

$$f(\beta_c c_p p) = w(t) \approx (1-\beta)z+\beta p(1+c\theta)+(p+pc\theta-z)(\beta_c-\beta)+(\beta p\theta)(c_c-c)+(\beta+\beta c\theta)(p_c-p).$$

Since $p \geq z$ holds as a condition for employment, the $\beta$ interaction terms indicate that bargaining power always has a positive effect. But their magnitudes depend on proportional hiring costs and labor tightness, as noted previously. Higher hiring costs and tighter labor markets benefit those with more negotiating capacity, whereas in the opposite situation they confer less sway. The $c$ interaction terms show that lower marginal productivity of labor reduces the importance of proportional hiring costs for determining wages, while bargaining power also appears to significantly interact with the $p$ variable. In the case of each variable, the relationships are positive, and these results also indicate that other technological shifts could potentially create an instance when marginal productivity dipped below average, thereby comporting with this mathematical result. Empirically determining how changes in one particular aspect of technology might have raised wages historically thusly requires multivariate time-series regression.

In order to control for various effects on wage rates, the model specification assigns them to certain variables. Relative shifts in an index minimize variations attributable to other sectors and enable estimates of the degree that exogenous changes have confounding effects on $w$. The marginal cost $p$ for railroads to add another passenger or ton of freight is not as important as the overall operational efficiency of the corporation. Railroads developed a measurement called the ‘Operating Ratio’ (expenses as a percentage of revenues), which tracked the company’s ability to generate profits efficiently. This variable was constructed as an analog for $p$ in the regression analysis. Another technological advancement influencing railroad operations in the nineteenth century was the telegraph, although railroads only started accounting for their telegraph expenses on a regular basis after adopting the
technology for their entire operations. Variation in that series approximate changes in $pc$ that come from other technological changes, which also influenced labor costs.

Finally, studying the hiring cost $c$ is the most appropriate way to quantify watch availability’s impact on the ability of firms to hire workers using competitive wages. In addition to time-disciplined workers likely being more productive and therefore proportionally more expensive to hire, these laborers would also be difficult to retain if their task masters tried to artificially lengthen the working day. They could ascertain the extent of their exploitation and demand compensation, while those without timepieces would have no basis on which to bargain. Quantifying the importance of time-discipline by observing how changes in watch availability affect labor costs for different classes of workers can demonstrate its importance as a technological innovation.
3. Data

The data utilized for the empirical analysis come primarily from three sources: Mississippi and Tennessee Railroad (MTRR) records held at the Newberry Library in Chicago, the Library of Congress’ Chronicling America database, and the NBER Macroeconomic time-series available through ICPSR.

3.1 Mississippi and Tennessee Railroad

Historical accounting data from annual stockholder reports, monthly comparative statements, and assorted expense ledgers were combined to create a quarterly time series from 1866 through 1886. Yearly data drawn from the General Superintendent reports from 1866 through 1886 include 72 different expenses accounted for by the MTRR. Variables were individually tested for stationarity at multiple difference levels, and their inclusion in the regressions came after several robustness checks. Annual data from 1865 through the third quarter of 1874 was interpolated to quarterly using the Denton-Cholette proportional expansion method in the tempdisagg package in R, and was appended to monthly data aggregate to quarterly up to 1886 Q4.

---

35 The MTRR files are housed in Chicago because the Illinois Central Railroad leased the MTRR in 1887 and transferred the Memphis-based railroad’s records to its headquarters in the Windy City.
36 Monthly comparative statements detailing the railroad’s expenses, uninterrupted from October 1875 through February 1887 provided granular data for determining if costs were stocks or flows.
37 Annual Stockholder Reports dating back to 1854 are available at the Newberry Library, but the first five years were primarily devoted to rail construction. The full 97 miles of rail were finished in 1859, just in time to be destroyed by both armies in the Civil War. Service resumed on January 3, 1866, which informed the starting point of the empirical analysis. Certain costs were separated by division and consolidated for regression analysis. The MTRR’s four divisions (Conducting Transportation, Motive Power, Maintenance of Cars, and Maintenance of Way), aggregated at monthly and annual frequencies, were merged into Total Expenses.
Assessing the data yielded ten distinct labor costs, which are discussed in detail in the Appendix. Licht’s classifications of employees into categories of Trainmen, Stationmen, and Labormen (along with a variable for ‘All Labor Costs’) appear below:

- Trainmen: Baggage Masters, Brakemen, Conductors, Engineers and Firemen, Yard- masters and Switchmen.
- Stationmen: Agents and Clerks, Watchmen
- Labormen: Machinists and Laborers, Track Laborers, Laborers at Stations
- All Labor Costs: Trainmen, Stationmen, Labormen.

Employee categorization directly relates to how certain workers would have benefited from owning timepieces. Trainmen worked on board a moving vehicle that effectively acted as a giant clock, forming a direct connection to clock-time regardless of owning a personal timepiece. Stationmen did not always have access to a clock if their station lacked one, only learning the time when a train arrived. Laborermen worked until their work was done and kept working regardless of the hour, which would not have changed even with an increase in the availability of timepieces, since these unskilled workers had little agency. In contrast, Stationmen operated with greater autonomy and could utilize time information.

In addition to labor costs as the dependent variables, the model also includes independent variables drawn from MTRR data. Many line items expenses, upon inspection of the monthly figures, were restocks, not flows, and therefore not applicable to a longitudinal study. Moreover, only passenger, freight, and total revenues were tested since all other sources never accounted for more than five percent of the total. Cotton bales received and shipped from each station monthly also offered a measure of freight movement along
the MTRR line. Two indicator variables, pertaining to disease and market externalities, which were discussed at length in the railroad’s textual records, also appear in the regressions.

3.2 Chronicling America

Chronicling America offers access to the archives of many American periodicals, and its ‘Advanced Search’ function enables the specification of multiple attributes for finding watch advertisements. The window has the option of searching newspaper pages for ‘any of the words,’ ‘all of the words,’ ‘the phrase,’ and/or ‘words within 5, 10, 15, or 50 words of each other.’ These fields are accessible through the URL and the database permits running multiple search queries.38 Each query had a corresponding link foundation, designating Mississippi and Tennessee as the states, along with the date range January 1, 1866 through December 31, 1886.39 The parameters of the searches were derived from an analysis of newspaper advertisements that determined the most appropriate categories of watches and related terms, which appears in the Appendix.40 Different types of timepieces, henceforth referred to as ‘types,’ were identified as gold, silver, fine, good, and American. Each type was searched for as ‘gold watches,’ ‘silver watches,’ etc... in addition to various combinations of the words goods, jewelry, clocks, and silver. Since advertisements for less luxurious watches notably lacked expense-indicating adjectives, a sixth category of other was included and constructed by searching for ‘watches’ and removing all duplicate advertisements.

Tailoring the results to just advertisements involved using the ‘words within’ field, henceforth referred to as the

38 This was automated by using a web-scraper, which improved efficiency and allowed for more queries to be run. The Advanced Search feature also changes the URL (which changes the search parameters) when manually advanced a page, so automation is ideal for future research.
39 The lagged metric of watch availability required further data collection in the form of shifting the start date back three years, which was done for only a few queries including the one selected for the metric.
40 The historical literature regards the themes of watch advertising as indicative of their importance for the development of widespread time-discipline.
‘proximity-field,’ by varying the number of, distance between, and specific pairings of search terms. Combinations of two or three of the bolded identifiers above were run through the proximity-field to experiment with different query constructions.41 Ultimately, 24 queries run for every type of watch yielded 48,366 data points and searches that returned over 1,000 observations, which received randomized accuracy checks.42 Query #9, which had the lowest error rate of 3%, was selected as the most promising candidate for measuring watch availability. Table 1 provides statistics that describe the metrics’ composition, such as total advertisements along with counts and percentages of each respective type.

### Table 1: Watch Availability Metric Composition

<table>
<thead>
<tr>
<th>Search Terms</th>
<th>Jewelry, Clocks, and Silver</th>
<th>Total Ads: 7,916</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td>154</td>
<td>3,746</td>
</tr>
<tr>
<td>Fine</td>
<td>1,139</td>
<td>1,340</td>
</tr>
<tr>
<td>Gold</td>
<td>1,310</td>
<td>17.7%</td>
</tr>
<tr>
<td>Silver</td>
<td>227</td>
<td>16.9%</td>
</tr>
<tr>
<td>American</td>
<td>4.87%</td>
<td>47.3%</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3 NBER Macroeconomic Time-Series

Another data source for this project is the NBER Macroeconomic Time-series collection, available through ICPSR. While several series cover the relevant time period and relate to the railroad industry, many do not comport well since their national perspective fails to account for reconstruction.43 Although several variables from the NBER data were found to be economically relevant, only the V258 wage index was used to approximate w in the model, and was interpolated to quarterly.

---

41 Every permutation tested was also conducted for 10 and 50 word proximities.
42 This involved pulling up the PDF of the newspaper page, identifying the advertisement manually, and determining to what extent those queries yielded false positives.
43 Unfortunately, regional macroeconomic data from the south during this time period is not available annually nor consistently. Railroad trade journals and academic papers are often missing multiple years in the 1866 to 1886 timeframe, which makes those figures unreliable for this kind of analysis.
4. Regression Analysis

Multivariate time-series regression was employed to measure the effect of increased watch availability on MTRR labor costs. An empirical analysis determined that the development of an innate sense of time-discipline was a statistically significant factor for workers bargaining for higher wages by initially using this univariate regression equation:

\[ \Delta \log LC_t = \beta \Delta \log W_t + \epsilon \]

where \( \Delta \log LC_t \) is the first-difference of a log-transformed labor cost at time \( t \), \( \beta W \) is the coefficient for the log-differenced watch availability metric \( \Delta \log W_t \), and error term \( \epsilon \) to answer this research question. Prior to presenting the statistical results, however, an aside to review the design of the time-discipline explanatory variable is necessary. This component overcomes the main obstacle to quantitatively discerning clock-time’s tangible effects. The following subsection presents multivariate regression results that provide robust support for the two hypotheses.

4.1 Watch Availability Metric

The metric’s construction draws on marketing literature to develop an accurate representation of local timepiece accessibility. While a long-form literature analysis in the Appendix,

<table>
<thead>
<tr>
<th>Table 3. Finalized Type-Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

44 The lack of geographical segmentation restricts this study to pure time-series considerations, which is an inherent shortcoming that cannot be avoided. While aggregating to the service area is not ideal given the historical situation of reconstruction, the results were found to be robust using standard statistical tests.
the most crucial factors for the metric were determined to be:

• Visibility: derived from the page number in the paper the advertisement appeared on and scaled relative to the thickness of all newspapers in the county at the time

• Competition: the share of a paper’s advertisements in the county at the time

• Frequency: the amount of times a particular paper was published per week

• Exposure: county level data for population in a given decade was combined with visibility to approximate the number of people reached

• Relevance: the distance in miles from an advertisement’s county of publication to the nearest county with an MTRR station.

In addition to marketing factors, assigning levels of accessibility to each type of timepiece is an essential part of the metric. Different watches sold for vastly different prices, and for good reason. Luxury timepieces represented status symbols and, when sold “at a high enough level [the] pricey prices may [have] actually stimulate demand.” Practical watches, however, told time and little else, meaning that buyers paid more for accuracy. Although many advertisements promoted low prices, few presented a range of price-points fully describing their stocks. This paper is primarily concerned with relative (rather than absolute) differences,

45 Grouping by advertiser was not possible and this ratio was used to capture a measure of market share in the local area.
46 Data drawn per decade from population.us. Linear interpolation was used to fill in any gaps.
47 Data drawn from distancefromto.net. Driving distance, instead of direct distance, was used to better approximate the overland travel required in the mid-nineteenth century.
48 Landes, Revolution in Time, 355. Historians believe that these watches may have been Veblen goods.
making comparative pricing very important. One of the few instances of an advertiser providing this information comes from the Public ledger in Memphis, Tennessee on April 3, 1867. The advertised prices, shown in Figure 1 and more legibly in Table 2, indicate three categories of watches and two subclassifications. Types gold and silver appear plainly, but so does other in the form of “Assorted Watches, all kinds [for] 10 to 75” dollars.49 Table 3 displays the finalized type-weights used in the metric that are rounded ratios normalized to the other category. These weights were determined using relative prices for timepieces advertised in the Memphis area before 1870 and normalizing other to one. Ultimately, the type-weights form the scaffolding of the metric and when properly scaled, they create a unique measure of weighted-relevant watch availability.50 Search results were recoded into a

Figure 1. "J. Hickling & Co.'s Great Sale of Watches," in the Public ledger, April 3, 1867

49 “J. Hickling,” Public ledger, April 3, 1867. While this advertisement is actually attempting to “sell luxury watches at the low price of Ten Dollars,” the included price range offers essential insights into the relative levels of different types of timepieces.

50 The metric estimates only relative levels of accessibility in the area serviced by the MTRR and relies on aggregations done at the county level.
dataset with codes for the type, newspaper, publishing frequency, and page number/depth, along with the month and year. In order to take into account visibility and competition, page number was scaled as

$$\hat{d}_{c,t} = \left[ \frac{\text{max}(d_{c,t}) + 1 - d_{c,t}}{2\text{max}(d_{c,t})} \right] + \frac{1}{2}$$

where $\hat{d}_{c,t}$ is the relative depth $d$ for each particular watch advertisement from a vector of ads published in county $c$ at time $t$, denoted $c, t$ where applicable, to approximate visibility. Another aspect corresponding to advertisement reach is the frequency of publishing $f$, available for each newspaper. This scales nicely since papers generally published daily or weekly with slight exceptions, such that

$$\hat{f}_{c,t} = \begin{cases} 0.4 & \text{if } f \leq 3 \text{ days per week} \\ 0.6 & \text{if } f \geq 4 \text{ days per week}. \end{cases}$$

Competition in the area comes from the quantity of ads, and appears in the form of

$$\hat{n}_{c,t} = \frac{n_{c,t}}{\sum_{n \in c,t} n_{c,t}}$$

where $\hat{n}_{c,t}$ denotes the newspaper’s share of local advertising, derived from the number of ads from that paper divided by the total number of ads in the county in the given time inter-
The six watch types, each referring to a vector of watch advertisements with the above attributes, factor into the metric according to their type-weight. The weight of a particular newspaper from a given county appears as

\[ P_{c,t} = \sum_{w} w_{c,t} \hat{d}_{c,t} \hat{n}_{c,t} \hat{f}_{c,t}, \quad (4.1) \]

which denotes the sum of every advertisement-type vector’s elements scaled by the type-weight \( w_{c,t} \), relative depth, advertisement share, and publishing frequency. All of the paper weights are aggregated to produce a raw county weight:

\[ C_t = \sum_{\forall n \in c,t} P_{c,t}. \quad (4.2) \]

The next step involves scaling these weights by population and distance to reflect their exposure and relevance to the MTRR service area. Scaled county weights come from

\[ S_t = C_t \log \left( \frac{6 \rho_c}{\sqrt{\delta_c}} \right), \quad (4.3) \]

where \( \rho_c \) is the population for each county in the decade encompassing time \( t \) and \( \delta_c \) is the distance to the closest county with an MTRR station. Counties with stations are assigned \( \delta_c = 36 \) such that the construction \( (6/\sqrt{\delta_c}) \) yields scaled distances between zero and one with higher values for those closer to MTRR activity. The raw metric of watch availability is the sum of all scaled county weights for each interval of time:

\[ R_t = \sum_{\forall c} S_t. \quad (4.4) \]

However, fewer raw watch advertisements did not necessarily mean less watch sales occurred, especially since the stores would not have disappeared completely in the absence of ads. Therefore, the metric used in the regressions is lagged, taking into account the past three years at each instance. This means the lagged measurement is:
\[ \{L_t\} = \sum_{i=0}^{3} \left( \frac{1}{2} R_t + \frac{1}{4} R_{t-1} + \frac{1}{8} R_{t-2} + \frac{1}{16} R_{t-3} \right) \] (4.5)

where the vector \( \{L_t\} \) for \( t = [1866Q1, 1886Q4] \) is the weighted-relevant advertisement (WRA) metric of watch availability. Figure 2 provides a graphical representation of this independent variable that depicts the trend upwards in watch availability during MTRR operations. The series has a mean of 13,428 and a standard deviation of 9,608 WRA units. An increase of one for the WRA metric is the equivalent of a front-page ad for a standard watch being run in the MTRR service area. There is also seasonality present, which is taken into consideration in the regression analysis.\(^{51}\)

Regressing against the annual total of ads instead of the WRA metric does not account for different levels of accessibility for distinct types of timepiece, or the importance of those ads for MTRR employees. Type-weights, along with other scalings methods encouraged by the secondary literature, confer ‘weighting’ and ‘relevance’ stems from the likelihood of advertisement exposure to residents of DeSoto, Tate, Panola, Shelby, Grenada, Yalobusha, and Tallahatchie counties.\(^{52}\) The regressions utilize the series in log-difference form to standardize its units as percent changes. Interpretations of the resulting coefficients assume that the WRA metric represents a linear measure of watch availability proportional to the amount of money spent on obtaining these timepieces, which is justified by the literature review presented in the Appendix.

### 4.2 Regression Analysis

As mentioned previously, All Labor Costs for the MTRR can be disaggregated into Trainmen, Stationmen, and Labormen,\(^{51}\) The fall-off in WRA can likely be attributed to the end of reconstruction and the opening of new, more modern lines in adjacent counties.\(^{52}\) Robustness checks were also performed on weighted with and without relevance to determine that population shifts were not solely responsible for metric fluctuations.
all four of which were regressed against the lagged WRA metric.

Figure 2. Quarterly WRA Metric for Watch Availability in Mississippi and Tennessee from 1863Q1 through 1886Q4.

Table 4. Univariate Regressions

<table>
<thead>
<tr>
<th></th>
<th>Allmen</th>
<th>Trainmen</th>
<th>Stationmen</th>
<th>Labormen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.002767</td>
<td>0.002992</td>
<td>-0.001622</td>
<td>-0.006378</td>
</tr>
<tr>
<td></td>
<td>(0.009932)</td>
<td>(0.008957)</td>
<td>(0.009332)</td>
<td>(0.014006)</td>
</tr>
<tr>
<td>Watch Metric</td>
<td>0.058427***</td>
<td>0.07317***</td>
<td>0.059635***</td>
<td>0.054289***</td>
</tr>
<tr>
<td></td>
<td>(0.021447)</td>
<td>(0.024275)</td>
<td>(0.016084)</td>
<td>(0.027107)</td>
</tr>
<tr>
<td>No. of Obs.</td>
<td>79</td>
<td>79</td>
<td>79</td>
<td>79</td>
</tr>
<tr>
<td>F-Statistic</td>
<td>5.037607</td>
<td>8.68429</td>
<td>13.185636</td>
<td>2.208774</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.061406</td>
<td>0.101352</td>
<td>0.146205</td>
<td>0.027885</td>
</tr>
</tbody>
</table>

Table 4 presents these regressions, generated using the NeweyWest function in the R package sandwich, along with their standard errors in parentheses. The coefficients on the watch metric represent the percent increase in labor costs due to a one percent rise in WRA. They vary for each dependent variable, but All Labor Costs, Stationmen, and Labormen have \(\beta_W\) as statistically significant at the 0.05 level. Stationmen is the most significant, which is consistent with the first hypothesis: those with an indirect connection to clock-time should experience gains from increased watch availability and by extension the acquisition of time-discipline. In order to avoid omitted variable bias, subsequent regressions include additional regressors that relate to the bargaining model. The wage index from NBER data appears as an analog for \(w\). The aforementioned Operating Ratio (Total Expenses to Total Revenues) stands in for \(p\). But the lack of granular pay-log data requires additional controls to hold the amount
of employed workers constant in the regressions. Total Revenue shifts reflect increased traffic in passenger and freight business that would have required employing more men and/or paying for more man-hours. Wood and Water expenses at stations, tracked by the MTRR, are also relatively proportional to the amount of activity along the line. Disease and market indicators capture pathogenic and financial complications that adversely affected operations. Additionally, quarterly indicators were included to account for seasonal fluctuations. These variables appear in the expanded regression equation:

$$\Delta \log LC_t = \beta_w \Delta \log W_t + \beta_x \Delta \log X_t + \beta_I t + \mu_t$$

where $\beta X$ is a vector of coefficients for the log-differenced regressors $\Delta \log X_t$, $\beta I$ is the coefficient vector for the indicators in $I_t$, and $\mu_t$ is another error term.

The results in the first four columns of Table 5 demonstrate the importance of additional regressors. The coefficient for the watch metric is now only statistically significant for Stationmen. Both All Labor Costs and Labormen are positive but insignificant, which further supports the first hypothesis. Therefore, those with either direct or nonexistent connections to clock-time experienced no verifiable increase whereas those with an indirect connection have a positive, statistically significant relationship. The economic significance of time-discipline is apparent from the relative magnitude of the coefficient for the watch availability metric compared to the other potential determinants of Stationmen labor costs, provided one maintains the aforementioned linearity assumption.

Further indications of timepiece importance come from regressing certain granular worker-pay series against the same variables. Licht’s labor cost categories separate

---

53 While the MTRR archives include expense ledgers that have the occasional employee pay log, those figures were unusable for statistical testing due to data gaps and other inconsistencies.

54 Both indicator coefficients are supposed to be negative, but in the instances where they are estimated as positive they are never statistically significant.
employees by technical responsibilities, but the ‘Agents and Clerks’ in Stationmen and ‘Labor at Stations’ in Labormen worked alongside one another. Agents and Clerks had agency and incentives to work closely in accordance with clock-time whereas Station Laborers had neither. The watch metrics’ coefficients in last two columns of Table 5 support the second hypothesis by showing that nonexistent connections to clock-time negated the importance of time-discipline.

4.3 Summary of Results and Robustness Checks

In the tables above Stationmen and Agents and Clerks are the only labor costs that have positive, statistically significant relationships with the watch metric. They worked with an indirect connection to clock-time, which means these results validate the first hypothesis. Trainmen and Labormen, those with direct or nonexistent connections to clock-time, have insignificant regression coefficients, thereby supporting the second hypothesis. Moreover, Agents and Clerks and Station Laborers worked in the same places, such that the arrivals and departures of a locomotive would have alerted both classes of employees to the time. Yet only the former exhibits a positive, statistically significant relationship to the increased availability of watches. Laborers, even in the presence of a clock, worked irrespective of the hour and thusly experienced no gains from greater timepiece accessibility. This comparison confirms both hypotheses and demonstrates that those with sufficient agency, awareness, and incentives to utilize temporal information benefited from obtaining watches. The microeconomic implications for those with positive, statistically significant relationship to time-discipline were increased bargaining power when negotiating wages.

Employees in possession of watches could theoretically resist unwitting exploitation and command higher salaries. These findings validate the central premise of Thompson (1967) for specific kinds of railroad workers and have im-
lications for other nineteenth century American laborers. Furthermore, the regression coefficients comport favorably with the Pissarides (2000) model analysis. While MTRR textual sources omit wage negotiations, these results indicate that technological change did enhance the bargaining power of workers. The WRA metric also received robustness checks that demonstrate the importance of weighting it by watch type and the viability of its design. Alternative type-weights were substituted into all regression equations. Uniform and counteracting weights produced result that could not be interpreted, thereby indicating the importance of correctly type-weighting the metric. Weights drawn directly from the price ratios (unrounded) produced coefficients consistent with the results for the labor cost categories. In every case Labor at Stations always had p-values that were larger than Agents and Clerks’ and/or were not statistically significant, which maintains sufficient support for the above results.

Another robustness check, mentioned in the model section, is the inclusion of another technological change variable. The MTRR accounted for its telegraph expenses, which allows this paper to perform a third type of regression:

\[ \Delta \log LC_t = \beta_T \Delta \log T_t + \beta_W \Delta \log W_t + \beta_X \Delta \log X_t + \beta_I I_t + \xi_t \]

where \( \beta_T \) is the coefficient for log-differenced telegraph expenses \( \Delta \log T_t \) and \( \xi_t \) is another error term. Table 6 displays the regression results for all of the aforementioned labor costs and the \( \beta_W \) coefficients for Stationmen and Agents and Clerks are both still statistically significant. \( \beta_T \) is significant for Stationmen, which does imply that an increase in general technology could capture the some effects of time-discipline, but the persistence of the WRA metric significant confirms the benefit from purchasing watches. Additionally, the lack of significance for Labormen shows work devoid of dependence on technology was not affected by general advancements. Determining that generic railroad technological improvements, as represented by telegraph signaling, cannot receive full credit for gains attributable to time-discipline thusly provides additional quantitative support for Thompson (1967).
5. Conclusion

The continued importance of clock-time and minimum wage work means that empirically validating Thompson’s thesis has implications for contemporary labor studies. The conclusions of this paper indicate that those without agency, the unskilled workers of today, are susceptible to exploitation due to technology asymmetry. A recently published NBER working paper from Acemoglu and Restrepo (2017) argues that automation has quantifiably adverse consequences for certain types of workers. While technological advances towards a shared economy might enable everyday people to leverage time-discipline, those still employed in hourly work need to retain their agency in a race against machines.

The empirical data approach should be applied to studies of modern innovations that affect work, most of which rely on a foundation of time-discipline conferred by ubiquitous clocks. Moreover, the availability of historical data and statistical tools creates ample opportunity for further analysis of numerous important inventions. Clock-time ultimately ushered in certain aspects of the modern world, but more recent developments also require attention from econometricians to discern the implications of new technology adoption.
6. Appendix

6.1 MTRR Labor Costs

Railroads across America accounted for payments to their employees in different ways, and below are the MTRR’s labor costs with brief descriptions of their responsibilities:

- Agents and Clerks: Railroads employed multiple kinds of agents, including Station Agents in charge of the railroad station, Ticket Agents selling tickets and answered questions, and Express Agents shipping packages. The MTRR did not disambiguate the types of agents in their expense reports or routinely in the ledgers. Clerks often engaged with passengers at the direction of agents.

- Baggage Masters: These employees handled passenger items, tagging and unloading them at the proper stations.

- Brakemen: Prior to the introduction of airbrakes in the late nineteenth century railroads employed men to apply the brakes by turning brake wheels on the top of each car when the engineer signaled to stop the train.

- Conductors: Responsible for everybody aboard the train, they ordered trains to leave stations, when to apply the brakes upon arrival, and engaged with passengers.

- Engineers and Firemen: The MTRR accountants combined these two related, yet very distinct, roles. Engineers were responsible operating the locomotive and if it needed repairs they fixed it. Fireman fed the firebox with fuel while the engine was in use, putting them under the direct supervision of engineers.
• Labor at Stations: Instead of grouping all labor under one expense, the MTRR disaggregated its costs into three categories. Station labor often took the form of minor repairs and unloading freight.

• Machinists and Laborers: These workers performed skilled and semi-skilled labor repairing engines in the railroad shops.

• Track Labor: Workers would replace cross ties in the track and lay new rails if necessary, although this depended on a variety of factors including wear and tear, weather damage, and the price of materials.

• Yardmasters and Switchmen: The MTRR also combined these two classes of related workers, in this case the those that worked in the yard. Yardmasters were in charge of switching and yard operations while Switchman worked in the railroad yards aligning the track switches and hooking cars together.

• Watchmen: Each division of the MTRR had watchmen, whom Licht includes with other station employees. Consolidating these line items created a composite series for all watchmen.

6.2 Watch Advertisement Qualitative Analysis

O’Malley (1990) and Landes (1983) extensively reviewed how certain advertising themes made watches more than just status symbols; they stressed their importance for developing an innate sense of time-discipline inaccessible to those without a timepiece. But while the former vastly extended the latter's

56 Annual reports do not include data for Yardmasters and Switchmen or Watchmen expense until 1871, as such they only appear in aggregated measures of labor cost.
observations, both historians focused almost exclusively on national ad campaigns and avoided consideration of smaller retailers selling watches along with other items. Their analysis supports the use of watch advertisements as a proxy for time-discipline acquisition, but limiting data collection to the promotions of large corporations inherently narrows the scope of this project and thusly requires additional assessments of adverts in the MTRR service area.

Local timepiece retailers in the mid-nineteenth century utilized a few select adjectives to entice particular types of interested buyers. Generally sold by jewelers, gold and silver watches were luxury items that could “announce one’s exclusivity and success” to fellow socialites. Advertisements for these particular timepieces often appeared as part of broader appeals to wealthier patrons; W.H. Calhoun & Company, “importers, manufacturers, and dealers [of] fine watches, diamond and fashionable jewelry, [also advertised] SOLID SILVER [items such as] silver-plated ware, clocks and fancy goods” to readers of the Nashville Union and American. Similarly, the Memphis daily appeal displayed an advert for the “fine gold watches and chains [sold by] F.D. Barnum & Co. [as] new & rich jewelry.” Both described the luxury watches as “fine,” a seemingly benign adjective that consistently appeared in advertisements targeting customers buying other expensive items. These advertisements also referenced other wares sold by jewelers: silver(ware), clocks, diamonds, chains, and, of course, jewelry. L. Gauchat in Clarksville, Tenn. advertised itself as a “dealer in fine watches, jewelry, clocks and silverware” in another appeal to upper class customers. Merchants focused on selling luxury watches put them at the top of their lists but also mentioned other luxury goods. Although many vendors described their wares as ‘fine,’ the term generally referred to gold and silver varieties that appealed to richer patrons when applied to watches.

57 Landes, Revolution in Time, 355.
58 “F.L. Davies & Bro,” The Nashville Union and American, April 2, 1874. All newspaper names are written as they appear in CA.
59 “New Advertisements,” The Memphis daily-appeal, August 24, 1870
Retailers targeting less lavish clientele employed other adjectives that indicated lower prices. An advertisement in The Daily clarion called attention to “a large stock of goods [for] retail at wholesale prices [including] fancy goods, watches, [and] clocks.”\textsuperscript{61} This advert assigned no adjective to watches, listed other items with only the descriptor “fancy,” and emphasized their inexpensiveness using on ‘wholesale prices’ to attract patrons. Moreover, when an F.D. Barnum advertisement in the Memphis daily appeal appeared alongside a competitor, it emphasized “$5 [and] $8 good WATCHES at old prices [as distinct from the] Massive Oride Gold Double Hunting Magic Spring Case” watch noted adjacently.\textsuperscript{62} ‘Good’ watches therefore, did not refer to the same expensive timepieces in as those identified as ‘fine.’ The two conventions even appeared alongside one another when “W.H. Kirk, watchmaker, [advertised] watches, clocks, jewelry and sporting goods[, specifically] orders for fine GOOD WATCHES.”\textsuperscript{63} This double qualification and mismatched capitalization implies that the two descriptors referred to different market segments. Surveying numerous advertisements reveals that ‘good’ watches were advertised with lower price points than ‘fine’ watches to target budget-conscious buyers. Other descriptor for cheaper timepieces include ‘American,’ often used alongside the term ‘Swiss Watches’ to indicate lower prices.\textsuperscript{64}

Analyzing the adjectives utilized by advertisers illuminates specific categories of timepieces for estimating levels of watch availability and the ‘phrase-field’ allowed for the pinpointing of word groups associated with certain variants of watches. The six types form the scaffolding of the metric of watch availability. Searching a database for adverts distinguished by these categories required particular query construction to avoid noise. Therefore combinations of the words ‘goods’, ‘jewelry’, ‘clocks’, and ‘silver’ were included in each query.

\textsuperscript{61} “J. S. Hendrickson,” The Daily clarion, December 9, 1866.
\textsuperscript{62} “New Advertisements,” The Memphis daily-appeal, August 24, 1870.
\textsuperscript{63} “W.H. Kirk,” The Maryville times, January 8, 1885.
\textsuperscript{64} “Notice to the Public,” The Pascagoula democrat-star, February 27, 1880.
6.3 Local Advertising Literature Analysis

Nowak, Cameron, and Krugman (1993) found that “local marketers [devote] more resources to response-oriented media and [place] less emphasis on image-oriented mass media advertising.” Their analysis applies directly to this study since 77% of local advertisers surveyed in 1993 still used daily newspapers as their primary promotional medium, with 69% of advertising budgets spent on some form of periodical. After categorizing businesses the relevance increases: 74.4% of “General merchandise” shops used the “Daily paper,” more than any other kind of media. The investigators also asked local advertisers to rank on a one-to-five scale the most important “media decision-making factors.” At the top were the “number of people who will see [the] ad (4.8), ability to target/reach specific audiences (4.6), number of times [the] ad [would] appear (4.2), ability to generate immediate store traffic (4.2), [and the] ability to reach the entire market (3.8).” Five of the top six factors pertain directly to mid-nineteenth century watch advertising and thusly indicate the advertising priorities that inform the metric construction.

In a related study, Reibstien and Traver (1982) sought to determine which factors had a quantifiable impact on coupon redemption rates. Their first table has some overlap in the areas of distribution methods and audience reached, but the paper also stresses the importance of competitive factors such as market share, competitor activity, and branding. These concerns ranked only at 2.7 for General merchandisers in the later survey, but more recent scholarship from Azarnoush and Riasi (2016) has shown “competitiveness is positively related to brand advertising success and effective-

---

66 Ibid., 43-5.
ness.” Therefore, at each time interval the metric also takes into account the total amount of advertisements in a specific area to account for the level of competition.

---
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Abstract

Foreign Direct Investment (FDI) in the African continent, particularly Chinese-led investment, has been criticized in recent years for lacking adequate regulatory frameworks and enabling high-level corruption. This is an alarming criticism given that Beijing is today a major provider of FDI capital in Africa, and at the same time, African countries are estimated to collectively lose $30-$60 billion USD to illicit financial flows (IFFs) every year. However, there is little systematic evidence to support these criticisms and determine whether anecdotal evidence reflects the true effect of Beijing’s investments. This study aims to address that gap by providing causal estimates of the effect of Chinese FDI on IFFs in recipient African countries. We use an instrumental variable strategy that exploits variation in FDI volumes due to two factors -- exogenous variation in Chinese steel production and the cross-sectional variation in a country’s likelihood of dealing with Chinese firms. We find that a $1 increase in Chinese FDI increases the volume of illicit financial flows by $3.72, a result that is statistically significant. Conversely, we find no evidence of FDI triggering the first onset of illicit financial activity; instead, FDI appears to exacerbate existing volumes of IFFs. Our findings also suggest that the effects of FDI are most pronounced in the year in which it is received.
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1. Introduction

Foreign direct investment (FDI)\(^1\) is an important catalyst for economic growth in developing nations. It enables capital-poor nations to build physical capital, diversify their economies, create jobs, and transfer both technical and managerial skills to local labor. While the lion’s share of global FDI has been led by the European Union (EU) and the United States, China has emerged over the last three decades as an important investment partner for the Global South, particularly on the African continent.\(^2\) The China-Africa Trade and Economic Cooperation reported that Beijing’s FDI outflows to Africa grew by a yearly average of 20.5% in the past decade. In 2016, China’s FDI to Africa stood at US $36.1 billion, making the country the “largest contributor of FDI capital and jobs” on the African continent that year.\(^3\)

However, as China’s economic reach has expanded, so has the criticism of the efficacy of its FDI, especially in regions where governance institutions are weak. Reports of African presidents receiving monetary inducements to green light Chinese projects have made headlines in recent years.\(^4\) Such stories are not uncommon: In political science literature, Chinese FDI has been associated with no-strings-attached policies and has often been criticized for lacking adequate regulatory frameworks (such as anti-bribery laws that govern business done abroad).\(^5\) Moreover, Chinese-led projects are reportedly made at the highest political levels, involve ambiguous bidding processes, and most include extensive leeway for local leaders to direct funding and staffing on the ground.\(^6\) As such, economists, journalists and development institutions have noted that Chinese FDI projects are uniquely positioned to offer both a high incentive

---

\(^1\) Defined as investment by privately-owned companies based in one country in business interests in a foreign country.
\(^2\) Buckley, 2004
\(^3\) Earnst and Young, 2017
\(^4\) Marsh, 2018
\(^5\) Buckley, 2004
\(^6\) Jayaram, Kassiri and Sun, 2017
for illicit activities (by virtue of the volume of flows and the political ties involved) and a comparatively lenient regulatory framework. If that is true, some of the purported benefits of Chinese FDI in developing nations (from job creation to product diversification) would be compromised by its effect on illicit financial flows (IFFs). This is particularly alarming considering that African countries are both some of China’s largest recipients of FDI and some of the countries most affected by corruption. The United Nations Economic Commission for Africa (UNECA) concluded in its 2015 report that yearly illicit financial flows in African countries have reached between $30 to $60 billion. Aggregated over the past 50 years, these flows amount to more than $1 trillion, an alarming figure that demands a closer look into the mechanisms at play. These flows inevitably reduce tax revenues and depreciate countries’ exchange rate, and thus become a bottleneck of growth, especially as they could have otherwise been used to spur the domestic economy.

A crucial question is therefore whether these high levels of IFFs and FDI are in any way related, and whether the accounts of corrupt Chinese-led FDI in Africa are outlier transactions or, instead, reflect the average effect of Chinese investments on African economies. This paper aims to tackle this issue by providing estimates of the causal effect of Chinese FDI on illicit financial flows in recipient countries and identifying the mechanisms and conditions under which such a relation exists. Not only is this important to provide quantitative evidence in the debate around Chinese FDI, but it is also crucial to inform policies around FDI design and regulatory frameworks.

The main difficulties in establishing causality between FDI and IFFs through OLS estimates arise from

---

7 Generally defined as “funds flowing across borders and which are illegally earned, transferred, and/or utilized”. These include criminal proceeds from trade-mispricing, racketeering and counterfeiting, in addition to high-level bribery and theft. This is the same definition used in all studies by Global Financial Integrity and which we reference in this paper.
8 Kar and Cartwright-Smith, 2010
9 Baker et al., 2014
reverse causality and joint determination—i.e. that more corrupt nations inherently attract more Chinese FDI, or that exogenous factors drive both variables in the same direction. For example, we would observe an upward bias in OLS estimates if the presence of IFFs is associated with a higher demand for Chinese FDI, potentially because corrupt leaders seek out lenient providers of capital. Similarly, exogenous factors can cause an upward bias in OLS estimates—one such an example is a surge in global demand for a country’s natural resources, which would increase both illicit activity (by increasing the gains from IFFs) and FDI (by attracting investments to resource-rich markets). Chinese FDI might also be directed towards countries with lower initial IFFs, in which case OLS estimates would be biased downwards.

This paper develops a novel instrumental variable approach to estimate the causal effect of Chinese FDI on illicit financial flows on the African continent. Our instrument is the interaction term of Chinese steel production and the country’s likelihood of receiving FDI from China (measured as the proportion of years in the sample period in which the country gets a positive amount of FDI). The motivation behind this is that variation in Chinese steel production is primarily driven by domestic demand for steel (and so it is exogenous) and is shown to strongly predict future Chinese FDI (which, in Africa, is largely made up of infrastructure and steel-heavy projects). The country-variation in the likelihood of being a recipient of FDI differentiates between frequent and infrequent business partners of China, and thus strengthens the first stage assumption. This strategy is inspired by Nunn and Qian (2014) who estimated the effect of US food aid on conflicts and instrumented food aid with the interaction of food production and the likelihood of receiving US aid. We use a panel data set of 50 African countries from 2004 to 2015. We use data by Global Financial Integrity which estimates IFFs on the African continent using macroeconomic data, including: 1) mis-invoicing and discrepancies in countries’ trade statistics vis-à-vis their trade partners and 2) omissions in the balance of payments records.¹⁰

¹⁰ The explanation of the methodology is provided by Global Financial Integrity
The main outcome of interest is the volume of illicit financial flows in a country in a year. The OLS estimates of the effect of FDI on IFFs are positive and statistically significant at the 1% level and show that a $1 increase in FDI is associated with an additional $0.8 in IFFs. The 2SLS estimates, on the other hand, indicate that a $1 increase in Chinese FDI leads to a $3.72 increase in IFFs. To test the robustness of our strategy, we provide specifications where we control for lagged IFFs, test for contemporaneous effects, and examine heterogeneity among recipient countries. Overall, our results suggest that the effects of FDI are most felt in the years in which they are received, but that they do not vary significantly with countries’ income, democratic institutions and natural resource dependency. This said, our tests of the mechanisms underlying this relationship show that Chinese FDI has no effect on the first onset of IFFs, meaning that these deals likely do not trigger illicit activity in recipient countries but rather exacerbate it.

The rest of the paper is structured as follows: Section 2 provides an overview of the existing literature on this topic; Section 3 provides some background on the relationship between FDI and IFFs, and the determinants of Chinese FDI; Sections 4 and 5 describe the data and identification strategy; Section 6 presents our main results; Sections 7 and 8 examine the mechanisms and heterogeneous effects underlying our findings; Section 9 outlines the limitations of this study; and Section 10 concludes.
2. Literature Review

Our study adds to a growing body of literature in both development economics and political science, particularly on the trade-offs involved in FDI, between promoting economic activity and potentially harming domestic markets. Choe (2003) for instance uses a VAR model and macroeconomic data from 1971 to 1995 to test the causal effect of FDI on economic outcomes. He finds that economic growth increases the inflow of foreign investments, but that the opposite is not true, as an increase in FDI inflows does not correspond to significant economic advantages for recipient countries. Similarly, Vu, Gangnes and Noy (2008) examine the causal effect of sector-specific FDI on growth in emerging markets. They show that FDI inflows positively impact labor-intensive sectors such as manufacturing but have little effect on other sectors. This then suggests mixed evidence on the efficacy of FDI and reiterates the need for systematic and quantitative estimates of their effect on various economic variables—including illicit financial activity.

Our focus on Chinese FDI also adds to an expanding literature on China’s role in the global economy. For instance, our findings are in line with evidence provided by Isaksson and Kotsadam (2016) who note that “more widespread local corruption around active, as compared to not-yet-opened, Chinese project sites (in African countries)” . To argue this, the authors use a difference-in-differences approach and match georeferenced project-level data (Chinese projects in Africa from 2000-2012) with respondents from four waves of surveys (on direct experiences with petty corruption). This then suggests a potential ‘China-effect’ on developing countries and supports our emphasis on China-led projects as potential channels for IFFs. The authors also provide anecdotal evidence of illicit financial activity around Chinese project sites, and our study corroborates those accounts and quantifies their average effect through causal empirical evidence. In the same vein, Morck, Yeung and Zhao (2008) use case studies to show that Chinese FDI is biased towards tax havens, and is often led by state-controlled enterprises,
suggesting that firms might be targeting countries with whom Beijing has political ties. This then sets the stage for our discussion on China’s effect on illicit activity in African countries, which are some of Beijing’s largest FDI recipients.

However, there is growing evidence that counters this narrative and shows that, on balance, China’s effect on developing markets is positive. Jayaram and Sun (2017) of Mckinsey examine privately-owned firms operating in African countries and their overall impact on economic variables. They find that despite a number of labor and environmental violations, the overall effect of Chinese projects is positive. In fact, they note that 50% of the firms have introduced novel products or services to the local economy, and about 40% have lowered the price of existing products through economies of scale. This then suggests a mixed outlook on China’s African presence and echoes the need for more quantitative evidence on Beijing’s economic impact on African countries, rather than lone-standing accounts of success or failure.

Moreover, the topic of illicit financial activity has been at the core of development debates in recent years, especially after the United Nations adopted the Sustainable Development Goals 2015, one of which is reducing IFFs. As such, our findings add to a growing body of literature on the determinants of illicit financial flows. Ndikumana and Boyce (2010) use omissions from countries’ balance of payment accounts to estimate capital flight in sub-Saharan Africa. In the same vein, the 2015 African Union Panel on Illicit Financial Flows provides quantitative estimates of illicit activity in Africa and argues that such flows are strongly associated with weak political institutions and poor rule of law, and thus must be tackled systematically. This reiterates the significance of our study and helps us bound our estimates of Chinese-caused IFFs within the larger literature. Building on these findings, scholars have also compared inflows to developing countries and IFFs arising from tax evasion and trade misinvoicing. Research by UNECA and the African Union has found that Africa alone loses between $30
to $60 billion in illicit financial flows every year, compared to $19bn received in aid, meaning as much as 3 times the aid amount that flows in is lost to IFFs. The authors argue that IFFs lead to a situation where development program work “in reverse” and are draining recipient countries instead of propelling them to economic prosperity. While this does not establish causality, it is starting point in understanding the magnitude of problem and the underlying mechanisms that our study ought to consider.

Overall, the literature surveyed provides mixed evidence on the link between FDI and economic growth, and points to a gap in knowledge in the mechanisms behind said relationship. More importantly, while these studies show the scale of illicit financial flows and point to the high level of corruption in Chinese project sites, they offer little empirical evidence on China’s causal and systematic effect on illicit financial activity in Africa, and the field still lacks quantitative estimates of the scale of such an effect. It is this gap that our study aims to fill. In addition, little is known on the political and socio-economic conditions that make this effect more prominent in one country over another. Our study thus attempts to differentiate between the effect of FDI on countries with different levels of GDP, natural resource endowment and political institutions.
3. Institutional Background

3.1 Chinese FDI and IFFs

Anecdotal evidence points to large-scale illicit financial flows where Chinese conglomerates are involved. In 2018 for instance, a Hong Kong financial mogul offered the president of Chad a $2 million bribe to secure oil rights for a Chinese corporation. In 2014, the former Secretary for Home Affairs of Hong Kong was accused of extending a $500,000 bribe to the foreign minister of Uganda for preferential treatment in a business bidding. Such deals indicate a trend of illicit activity tied to Chinese businesses. Indeed, critics of Beijing point to a mechanism by which Chinese FDI is linked to capital loss at a higher rate than their American or European counterparts—FDI seems to be a way for Chinese firms to build alliances with political leaders in emerging markets and secure concessions and commercial advantages (such as access to natural resources), with the “comparative advantage of no domestic legislation to answer to.” Moreover, FDI is thought to increase the share of resources that are “up for grabs” on the ground and, by extension, increase the returns to illicit activity. Chinese FDI projects are therefore uniquely positioned to offer both a high incentive for illicit activity (by virtue of the volume of flows involved) and few checks and balances (by recipient countries or Beijing itself).

These mechanisms are further supported by the divergence between regulations adopted by China compared to their American or European counterparts. While Beijing technically adopted the United Nations Convention Against Corruption in 2011, including its foreign bribery clauses, the government has not enforced it in practice. In fact, Beijing does not require Chinese firms and their partners to agree to anti-corruption measures before signing a deal, nor does it monitor the use of the proceeds from Chinese-led

11 Marsh, 2018
12 Tull 2006; Kaplinsky et al., 2007
13 Ibid
14 Lang, 2017
projects. The result, as Kennan (2009) notes, is that “China's approach not only provides potentially corrupt leaders more opportunities to enrich themselves … it also does not hold accountable those leaders who do so”. In contrast, American firms aiming to do business abroad are legally bound by the Foreign Corrupt Practices Act (FCPA)\textsuperscript{15}, British companies are required to abide by the UK Bribery Act,\textsuperscript{16} and OECD countries have agreed to an Anti-Bribery Convention,\textsuperscript{17} all of which stipulate that companies and individuals can be prosecuted for illicit financial activities committed abroad, and thus represent a major deterrent against illicit activity in international business dealings. These regulations have also been heavily enforced—in 2017, for instance, engineering company Technip paid $338 million to the SEC over charges of bribing Nigerian government officials to win construction contracts.\textsuperscript{18}

These discrepancies in regulatory standard and enforcement track records not only mean that China has a relative advantage in the number of investment opportunities that it can pursue, but also that Chinese firms allow more scope for IFFs in their foreign engagements. Our focus on China in this study is therefore driven by both its position as an important global economic player and the distinct regulatory framework that governs its cross-border financial transactions.

3.2 Determinants of Chinese FDI

One such a commodity is steel. China is the world’s

\textsuperscript{15} This act was introduced by the Securities Exchange Act of 1934. It sets accounting transparency standards and limits payments to foreign political entities.

\textsuperscript{16} The Act was introduced in 2010 and among other things, includes criminal and civil liability for foreign bribery.

\textsuperscript{17} The Convention was signed in 2009 and criminalized bribery in foreign business transactions carried out by firms based in the OECD countries.

\textsuperscript{18} These charges are outlined in the SEC’s website under ‘Spotlight on Foreign Corrupt Practices Act’
largest steel manufacturer,\textsuperscript{19} and studies have shown that fluctuations in domestic demand for steel determine the level of infrastructure projects that Chinese firms engage in internationally. For instance, Chinese steel production has increased 12-fold in the past 25 years, owing to Beijing’s massive domestic demand for steel during the boom years.\textsuperscript{20} However, domestic demand for steel has been affected by the current slowdown and is expected to decrease as the government moves from an investment-led/construction-driven strategy to a consumption-led economy (De Carvalho, 2017).\textsuperscript{21} Beijing’s oversupply of steel has then resulted in Chinese producers channeling their extra output towards foreign markets, including FDI projects.\textsuperscript{22} This trend of steel determining FDI outflows is further confirmed, given that the largest subcategory of Chinese FDI in Africa has been infrastructure investments, particularly telecommunication plants, transportation networks and bridge construction—all of which rely heavily on steel. In 2013 alone, Chinese firms led 1,046 projects in Africa, including more than 2,000 km of railways and 3,500 km of highways.\textsuperscript{23} This suggests that Chinese FDI increases with domestic surges in steel production, which then supports the use of steel production as an instrument for FDI.

\textsuperscript{19} According to data from the World Steel Association
\textsuperscript{20} Stratfor 2016; Zheng 2009
\textsuperscript{21} In 2014 for example, China produced around 822 million tonnes of steel while demand stood at only 672 million tonnes, according to data from the World Steel Association.
\textsuperscript{22} De Carvalho, 2017
\textsuperscript{23} Information Office of the State Council, 2013
4. Empirical Strategy

Estimating the causal effect of Chinese FDI on IFFs in recipient countries gives rise to two major concerns: reverse causality and joint determination. Our paper uses an instrumental variable strategy to address them. As we argued before, there is evidence to support a link between steel production in China, excess domestic supply and subsequent FDI in infrastructure projects in Africa. One potential approach could then be to use lagged Chinese steel production (in year $t-1$) as an instrument for Chinese FDI (in year $t$). However, since steel production in China only varies over time and not by recipient country, a natural concern is that our instrument would be collinear with the time fixed effects (year fixed effects would absorb time variation in steel production). Additionally, regular FDI recipients might be more affected by fluctuations in steel production than less frequent recipients. A sound empirical strategy would therefore need to strengthen the first stage by making the instrumental variable vary by country and not just by year.

To achieve this, we instrument for FDI with an interacted variable: lagged Chinese steel production (year $t-1$) and a country’s likelihood of receiving FDI from China (which we call $D_i$). This strategy is similar to the one used by Nunn and Qian (2014) when they interact US food aid with the years a given country has been a recipient of aid. Equations (1) and (2) show the second and first-stage equations, respectively.

\[
IFF_{it} = \beta FDI_{it} + X_{it} \Gamma + \delta_i + \psi_i + \psi_{it} \\
FDI_{it} = \alpha (P_{t-1} \times D_i) + X_{it} \Gamma + \delta_i + \psi_i + \varepsilon_{it}
\]

In these equations, the index $i$ refers to countries, and $t$ refers to years. The dependent variable, $IFF_{it}$, denotes illicit financial flows in country $i$ in year $t$. $FDI_{it}$ refers to the volume of Chinese Foreign Direct Investment in a country $i$ in year $t$; $X_{it}$ is a set of controls that can impact our estimation, including GDP per capita, natural resource endowment, and political and civil liberties. $P_{t-1}$ indicates the volume of
steel production in China in year $t-1$. The variables $i$ and $t$ denote country fixed effects (which control for time-invariant country characteristics) and year fixed effects (which control for changes overtime that affect all countries similarly, such as world commodity prices and global financial shocks).

Let $D_{it}$ be a dummy variable that indicates whether country $i$ receives positive Chinese FDI in year $t$ (dummy variable). We define $\bar{D}_i$ as the proportion of years between 2005 and 2014 in which a country gets Chinese FDI i.e. the likelihood of getting Chinese investment in the sample period, such that $\bar{D}_i = \text{sum} \ D_{it}$.

The instrument used is therefore $P_{t-1} \times \bar{D}_i$ (lagged steel production x the likelihood of receiving FDI). The coefficient we are interested in is $\beta$, which reflects the average marginal effect of Chinese FDI on the volume of IFFs. A positive $\beta$ would indicate that an increase in Chinese FDI, on average, increases the volume of IFFs in the recipient country. As Nunn and Qian (2014) explain, this interacted instrument strategy is conceptually analogous to a difference-in-differences methodology. In particular, the first stage (instrument on FDI) compares FDI received by countries that frequently get Chinese FDI to those that rarely do, in years following high steel production in China compared to years after low production. Meanwhile, the reduced-form estimates compare illicit financial flows between frequent and infrequent recipients of Chinese FDI, in years after high steel production in China relative to low-production years. The main difference between our approach and a difference-in-differences estimation is that our ‘treatment’ is a continuous variable.

To argue for causality, our strategy needs to satisfy two assumptions – that the instrument and FDI are strongly correlated, conditional on the other covariates (first stage assumption), and that steel production only affects IFFs through FDI (exclusion restriction). Regarding the first assumption, we have shown that, conceptually, Chinese FDI is a channel to export surplus production of raw materials
and largely depends on fluctuations in domestic demand for steel. We further test this in our descriptive statistics section, where steel production in year $t-1$ is strongly correlated with FDI in year $t$ at the 1% level (Figure 1), and by the first stage estimates reported in Table 3. The second assumption is that our instrument only affects IFFs through the provision of FDI. One potential criticism is that Chinese steel production can impact the world price of steel and thus increase the returns of illicit activity in countries with steel-heavy projects (such as Chinese FDI recipients). We note, however, that the inclusion of year fixed effects would control for these potential global price shocks. Moreover, China has engaged in price stabilization policies in recent years to limit its impact on the stability of the steel market globally (Yu & Yang, 2010), which reduces the link between Chinese steel production and steel prices in the 10-year period that we focus on.
5. Data and Descriptive Statistics

This paper matches data on IFFs and FDI at the year and country level to construct a panel data set of 50 countries over 10 years (2004-2015). We limit the analysis to African countries. The primary outcome of interest, the volume of Illicit Financial Flows, is based on data by Global Financial Integrity (GFI), which reports the volumes of IFFs at the country and year level.\textsuperscript{24} The data is in millions (Mn) of (nominal) U.S. Dollars. Our measure of Chinese FDI is the amount of investments by Chinese firms in a recipient country in a given year, measured in millions (Mn) of U.S. Dollars. The data is from the United Nations Conference on Trade and Development’s (UNCTAD) bilateral FDI statistics.\textsuperscript{25} Data on Chinese Steel production is taken from the World Steel Association and is reported in thousands of metric tonnes (MT). Finally, controls for GDP and natural resource endowment are based on the World Bank Development Indicators, and controls for political rights and civil liberties are based on the scores published by the Freedom House database, which rates countries’ rule of law, electoral process, and human rights protections.

We report descriptive statistics of the study’s main variables in Table 1. The median country in our sample gets Chinese FDI 80 percent of the years between 2004 and 2015. Our sample includes countries that have only received FDI from China once or twice, such as The Gambia or Burkina Faso, and others that received FDI every year in the 10-year period, such as Nigeria, Kenya and Angola.

\textsuperscript{24} GFI measures illicit financial outflows based on macroeconomic data, including: 1) mis-invoicing and discrepancies in countries’ trade statistics vis-à-vis their trade partners and 2) omissions in the balance of payments records published by the International Monetary Fund. While not conclusive, this data set provide relatively reliable estimates of criminal proceeds from trade-mispricing, racketeering and bribery, and is thus representative of the types of corruption that might be affected by FDI.

\textsuperscript{25} This data is compiled into a panel set format by The China Africa Research initiative
Table 1. Descriptive Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illicit Financial Flow (Mn USD)</td>
<td>479</td>
<td>167.13</td>
<td>615.05</td>
<td>0</td>
<td>8142.3</td>
</tr>
<tr>
<td>Chinese FDI (Mn USD)</td>
<td>499</td>
<td>47.65</td>
<td>236.84</td>
<td>-814.91</td>
<td>6</td>
</tr>
<tr>
<td>Likelihood of Chinese FDI</td>
<td>500</td>
<td>0.86</td>
<td>0.25</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>Chinese steel production [1,000 MT]</td>
<td>500</td>
<td>7</td>
<td>164,515</td>
<td>282,911</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes: An observation is a country-year pair. The negative value of FDI in a given year indicates that the value of divestment by Chinese firms was more than the amount invested.

Our empirical strategy exploits the links between China’s domestic steel production and consumption, the resulting oversupply, and ultimately FDI to recipient countries. We examine these links by assessing the relationships between total Chinese FDI in a given year and steel production in the previous year. As illustrated in Figure 1, there is a strong and positive relationship between these two variables. This suggests that in the years following high steel production, Chinese firms tend to invest more heavily abroad, which supports our first stage assumption.

Figure 1. Chinese FDI And Previous Year's Chinese Steel Production

We also illustrate the relationship between Chinese steel production and illicit financial flows in recipient countries. To
do this, we separate the countries in our sample into ‘frequent’ and ‘infrequent’ recipients based on the likelihood $D_i$ with which they get any FDI from China over the sample period. Countries with a likelihood higher than the sample median $D_i > 0.8$ are labelled “frequent” recipients, and countries with $D_i \leq 0.8$ are labelled “infrequent” FDI recipients. We calculate the simple average of IFFs in each year for each group and plot them against Chinese steel production in the preceding year. There is a strong positive relationship between Chinese steel production in year $t-1$ and IFF volumes in year $t$ in frequent FDI recipients (Figure 2). Conversely, there is no significant correlation overtime in the case of infrequent recipients (Figure 3). These figures are in line with our main result, since they show that Chinese steel production is associated with more IFFs among frequent Chinese FDI recipients, but not among infrequent recipients.

Figure 2. Average IFFs and Previous Year’s Chinese Steel Production, Frequent Recipients: $D_i > 0.8$
Figure 3. Average IFFs And Previous Year’s Chinese Steel Production, Infrequent Recipients: $D_I \leq 0.8$

(coeff = 0.00003, t = 34, R-squared = 0.184)
6. Estimation Results and Discussion

6.1 OLS Estimates and Reduced-Form Estimates

We first report the OLS estimates of the effect of Chinese FDI on IFFs in Panel A Table 2. The specification reported in column (1) includes year and country fixed effects, and no controls. Columns (2)-(5) include additional covariates that may be associated with IFFs, including GDP, natural resources as a percentage of GDP, political rights and civil liberties.

The OLS estimates indicate a positive correlation between FDI and IFFs in recipient countries; specifically, a $1 increase in FDI is associated with an additional $0.87 in IFFs. This result is significant at the 1% level and remains robust when we include additional covariates. Panel B of Table 2 reports the reduced-form of the two-stage equation.

Table 2. The Effect of Chinese FDI On IFFs: OLS And Reduced-Form Estimates

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illicit Financial Flows (Mn USD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel A: OLS Estimates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese FDI</td>
<td>0.874***</td>
<td>0.860***</td>
<td>0.868***</td>
<td>0.869***</td>
<td>0.870***</td>
</tr>
<tr>
<td></td>
<td>(0.0938)</td>
<td>(0.0954)</td>
<td>(0.0928)</td>
<td>(0.0927)</td>
<td>(0.0933)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.416</td>
<td>0.436</td>
<td>0.444</td>
<td>0.444</td>
<td>0.445</td>
</tr>
<tr>
<td>Panel B: Reduced Form Estimates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag Chinese Steel production</td>
<td>0.000536</td>
<td>0.00104*</td>
<td>0.000590</td>
<td>0.000981</td>
<td>0.000964</td>
</tr>
<tr>
<td>x Likelihood of Chinese FDI</td>
<td>(0.000402)</td>
<td>(0.000599)</td>
<td>(0.000597)</td>
<td>(0.000625)</td>
<td>(0.000633)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.316</td>
<td>0.342</td>
<td>0.348</td>
<td>0.348</td>
<td>0.348</td>
</tr>
</tbody>
</table>

Controls

Country Fixed Effects ✓ ✓ ✓ ✓ ✓
Year Fixed Effects ✓ ✓ ✓ ✓ ✓
GDP ✓ ✓ ✓ ✓ ✓
Natural Resources ✓ ✓ ✓
Political Rights ✓ ✓
Civil Liberties ✓

Observations 478 476 476 476 476

Coefficients are reported with standard errors clustered in parentheses.

*** p<0.01, ** p<0.05, * p<0.1

Ticks (✓) indicate that the corresponding covariate was included in the specification.
6.2 First-Stage Estimates

Table 3 reports the first-stage estimates. Our coefficient of interest is positive and statistically significant, indicating a strong correlation between the interacted instrument (steel production in t-1 x likelihood of FDI) and Chinese FDI. The first-stage estimates remain positive across the different specifications. The Kleibergen-Paap F-statistic for the full baseline specification is 11.47, suggesting that our estimates are likely not biased by weak instruments (conditional on the covariates). Based on these results, we can quantify the marginal increase in Chinese FDI from an increase in steel production. In a frequent recipient of Chinese FDI (e.g. \( D_z = 1 \)), a 1,000 MT rise in Chinese steel production\(^{26}\) increases FDI received in the next year by US $203. Since the average likelihood of receiving Chinese FDI in our sample is 0.8, the effect is an increase of 0.8 × 203 = US $162.4 in Chinese FDI. If we multiply this value by the number of countries in our sample, we find that a 1000 MT increase in Chinese steel production results in a surge in Chinese FDI to Africa by US $8,120.

Table 3. First Stage Estimates with \( p_{t-1} \times D_t \) As the Instrument for FDI

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Stage Estimates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag Chinese Steel production</td>
<td>0.000120</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>x likelihood of FDI</td>
<td>(0.000129)</td>
<td>(0.000129)</td>
<td>(0.000114)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.25e-05)</td>
<td>(7.98e-05)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kleibergen-Paap F-statistic</td>
<td>2.29</td>
<td>7.83</td>
<td>8.55</td>
<td>9.14</td>
<td>11.47</td>
</tr>
<tr>
<td>Controls:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country Fixed Effects</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GDP</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Natural Resources</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Political Rights</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civil Liberties</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>499</td>
<td>493</td>
<td>493</td>
<td>493</td>
<td>493</td>
</tr>
</tbody>
</table>

Coefficients are reported with standard errors clustered at the country level in parentheses.

\(^{26}\) Taking the average price of steel in the 10-year sample period (US $576 /MT), this 1,000 MT increase in steel production is worth US $576,000.
6.3 2SLS Estimates

Table 4 reports 2SLS estimates. The estimates indicate that a $1 increase in Chinese FDI increases IFFs in recipient countries by $3.72. The estimates are similar in magnitude and statistically significant across different specifications. It is useful to contextualize the magnitude of this estimate within other empirical studies. The United Nations Economic Commission for Africa (UNECA) has conducted its own study of IFFs in Africa and estimated that those flows amount to $30 to $60 billion every year, compared to $19bn received in aid, suggesting that as much as 2 to 3 times the amount that flows in is lost to IFFs. A study by Kar (2016) also evaluated the magnitude of IFFs in comparison to financial inflows in developing countries, including aid, trade flows and FDI. The author finds that, in 2012, developing nations received $1.3tn in total flows from abroad, compared to $3.3tn in outflows, meaning a three-fold effect. Granted, these studies simply compare inflows and illicit outflows and do not provide evidence for any causal links. Nonetheless, these figures are helpful in checking the relative plausibility of our estimates.

Table 4. 2SLS Regression with \( P_{t-1} \times D_i \) As the Instrumental Variable

<table>
<thead>
<tr>
<th>Illicit Financial Flows (Mn USD)</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2SLS Regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese FDI (Mn USD)</td>
<td>3.586</td>
<td>4.788*</td>
<td>4.381*</td>
<td>4.107*</td>
<td>3.722**</td>
</tr>
<tr>
<td></td>
<td>(2.989)</td>
<td>(2.535)</td>
<td>(2.277)</td>
<td>(2.165)</td>
<td>(1.889)</td>
</tr>
<tr>
<td>Controls:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country Fixed Effects</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Year Fixed Effects</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GDP</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Natural Resources</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Political Rights</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Civil Liberties</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Observations</td>
<td>478</td>
<td>475</td>
<td>475</td>
<td>475</td>
<td>475</td>
</tr>
</tbody>
</table>

Coefficients are reported with standard errors clustered at the country level in parentheses.

*** p<0.01, ** p<0.05, * p<0.1

Ticks (✓) indicate that the corresponding covariate was included in the specification.
6.4 Controlling for Lagged Illicit Financial Flows

While our results show a positive causal link between Chinese FDI and illicit financial activity in African countries, a potential concern is that IFFs might be heavily determined by their past level and thus that our estimates do not accurately capture the prior presence of these flows in recipient countries. We therefore report a model that controls for one-year lagged illicit financial flows. Table 5 shows the estimates that we obtain for the OLS, reduced-form and 2SLS equations. The OLS estimates still show a strong relationship between FDI and IFFs, and the 2SLS show a slightly higher but still positive effect compared to our baseline estimates (4.49 compared to 3.72). However, the first stage estimates are weaker in this case, as shown by the Kleibergen-Paap F-statistic (6.95).
Table 5. The Effect of FDI on IFFs: Controlling for Lagged Dependent Variable

Table 5. The Effect of FDI on IFFs: Controlling for Lagged Dependent Variable

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: OLS estimates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese FDI (Mn USD)</td>
<td>0.877***</td>
<td>0.856***</td>
<td>0.865***</td>
<td>0.865***</td>
<td>0.867***</td>
</tr>
<tr>
<td></td>
<td>(0.110)</td>
<td>(0.103)</td>
<td>(0.101)</td>
<td>(0.100)</td>
<td>(0.103)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.418</td>
<td>0.447</td>
<td>0.454</td>
<td>0.454</td>
<td>0.455</td>
</tr>
</tbody>
</table>

| **Panel B: Reduced Form Estimates** |         |         |         |         |         |
| Lag Chinese steel production | 0.000570 | 0.001138 | 0.00121 | 0.00120 | 0.00117 |
| x Likelihood of Chinese FDI   | (0.000542) | (0.000775) | (0.000780) | (0.000798) | (0.000828) |
| R-squared                    | 0.318   | 0.356   | 0.360   | 0.360   | 0.361   |

| **Panel C: 2SLS Estimates** |         |         |         |         |         |
| Chinese FDI (Mn USD) | 4.591   | 6.132   | 5.380*  | 5.107*  | 4.491*  |
| x Likelihood of Chinese FDI | (0.000113) | (1.00e-04) | (9.53e-05) | (9.18e-05) | (9.31e-05) |
| Kleibergen-Paap F-statistic | 0.694   | 4.045   | 4.97    | 5.484   | 6.954   |

**Controls:**
- Lagged IFFs
- Country Fixed Effects
- Year Fixed Effects
- GDP
- Natural Resources
- Political Rights
- Civil Liberties

Observations: 436 433 433 433 433

Coefficients are reported with standard errors clustered at the country level in parentheses.
*** p<0.01, ** p<0.05, * p<0.1
Ticks (✓) indicate that the corresponding covariate was included in the specification.

6.5 Falsification Tests

We conduct a falsification test to further test our first stage assumptions. In particular, we check whether there is any spurious positive correlation between Chinese steel production and Chinese FDI that might bias our first stage estimate. To this end, we estimate a first-stage equation, but use the instrument to predict past FDI, instead of future investments. In theory, steel production should not have a significant relationship with past FDI (unless there were spurious links for which we did not account in our approach). As reported in Table 6, we do not find any correlation between our instrument and past Chinese FDI. The estimate is small and statis-
tically insignificant across all five specifications. These results therefore support the validity of our identification assumptions and strategy.

Table 6. Falsification Tests: Effect of The Instrument on Past FDI

<table>
<thead>
<tr>
<th></th>
<th>Past Chinese FDI (Mn USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>Lag Chinese Steel production x Likelihood of Chinese FDI</td>
<td>0.000133 (0.000163)</td>
</tr>
</tbody>
</table>

Controls:
- Country Fixed Effects
- Year Fixed Effects
- GDP
- Natural Resources
- Political Rights
- Civil Liberties

Observations | 449 | 443 | 443 | 443 | 443
R-squared    | 0.140 | 0.140 | 0.140 | 0.140 | 0.140

Coefficients reported with standard errors clustered at the country level in parentheses.

*** p<0.01, ** p<0.05, * p<0.1

Ticks (√) indicate that the corresponding covariate was included in the specification.

6.6 Additional Robustness Checks

To test the robustness of our results, we check the sensitivity of our baseline estimates to alternative specifications, including different instruments, logarithmic transformations and additional controls. Table 7 reports these specifications and respective estimates. We also include the baseline estimate in the first column for comparison purposes.

First, we construct alternative instruments and report them in Columns (2) and (3). Instead of interacting lagged Chinese steel production with a country’s likelihood of receiving Chinese FDI during the 10-year sample period, we interact lagged steel production with the likelihood of receiving Chinese FDI in only the 1-2 previous years. In theory, a country’s most recent propensity of receiving FDI should be a stronger predictor for future flows since it reflects the most
up-to-date ties between China and that country. Column (2) interacts lagged steel production with a dummy variable that is 1 if the country received Chinese FDI in the previous year \((t-1)\) and 0 otherwise. Column (3) interacts lagged steel production with the likelihood of positive FDI inflows in the two previous years (1 if the country received FDI in both years, 0.5 if it received it in one year out of the two, and 0 if it didn’t receive any). The estimates remain positive and similar in magnitude to our baseline ones, but the first stage is weaker in this case. A major limitation of this strategy is that it reduces the sample period by the number of years we use in constructing the instrument, and we are thus left with less than ten years of data. This then limits the variance within our sample and might weaken our estimates.

Next, we use natural logs of Chinese FDI, IFFs and Chinese steel rather than raw values (column (4)).\(^{27}\) This provides us with proportional rather than linear estimates. We find that a 1% increase in FDI results in an increase in IFFs by 0.2%, a result that is significant at the 1% level. The Kleibergen-Paap F-statistic in this case is 15.92, suggesting a plausible first stage assumption. We also normalize FDI by the populations of the recipient countries (for a measure of dollars of FDI/person) (column 5). The estimate is positive and significant, but the first stage F-statistic is slightly weaker in this case (9.95).

Finally, we test the contemporaneous effect of Chinese FDI to understand if the effects of FDI are most prominent in the years in which it is received. To this end, we add one-year leads and lags of Chinese FDI in our 2SLS regression. Columns (6) and (7) show that the coefficients for the lag and lead variables respectively are not statistically significant; nor are the ones for Chinese FDI. These results support the hypothesis that Chinese FDI mostly affects IFFs in the year it is received, i.e. at the same time as the projects are set-up on the ground. It is worth noting that the first-stage estimates are weak in these specifications, potentially because

\(^{27}\)IFFs and FDI data include several zero-value observations. To address this in a logarithmic transformation, we add 1 to all values of IFFs, FDI and steel production.
the lags, leads, and contemporaneous variables are collinear with one another, and so the results should be taken with caution.

Table 7. The Effect of FDI On IFFs: Robustness to Alternative Specifications

<table>
<thead>
<tr>
<th>Dependent variable: Illicit Financial Flows</th>
<th>(1) Instrument: Lag. steel production × FDI likelihood in previous 1-year</th>
<th>(2) Instrument: Lag. steel production × FDI likelihood in previous 2 years</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alternative specifications i</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese FDI</td>
<td>3.722***</td>
<td>2.157</td>
</tr>
<tr>
<td></td>
<td>(1.889)</td>
<td>(1.823)</td>
</tr>
<tr>
<td>Kleibergen-Paap F-statistic</td>
<td>11.47</td>
<td>7.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.88</td>
</tr>
<tr>
<td>Observations</td>
<td>476</td>
<td>475</td>
</tr>
<tr>
<td></td>
<td></td>
<td>474</td>
</tr>
<tr>
<td><strong>Alternative specifications ii</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese FDI</td>
<td>0.207***</td>
<td>38.377*</td>
</tr>
<tr>
<td></td>
<td>(0.0798)</td>
<td>(29.54)</td>
</tr>
<tr>
<td>Chinese FDI (year t − 1)</td>
<td>-1.092</td>
<td>-1.092</td>
</tr>
<tr>
<td></td>
<td>(3.411)</td>
<td>(3.411)</td>
</tr>
<tr>
<td>Chinese FDI (year t + 1)</td>
<td></td>
<td>3.204</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(6.834)</td>
</tr>
</tbody>
</table>

Kleibergen-Paap F-statistic(s) 15.92 9.95 2.41; 2.04 4.83; 1.08

Coefficients reported with standard errors clustered at the country level in parentheses.

*** p<0.01, ** p<0.05, * p<0.1

When two F-statistics are reported, the first F-statistic is from the first stage with FDI as the dependent variable and the second from the equation with instrumented one-year leads and lags of FDI.
7. Mechanisms

Our main outcome of interest, illicit financial flows, includes both new illicit activities and the continuation (or expansion) of past ones. As such, we cannot differentiate between the effect of Chinese FDI on triggering the onset of new flows versus exacerbating existing ones. To address this, we examine the effect of FDI on the onset and scaling outcomes separately. To estimate the onset effect, we define the dependent variable ‘onset’ as a dummy variable that takes the value 1 if period $t$ is the first year of a country having IFFs (following years of no IFFs), and 0 otherwise.\footnote{This methodology is also used by Nunn and Qian (2014) and Collier and Hoeffler (2004).} In Table 8, column (1) reports the 2SLS results of this specification. We find that effect of Chinese FDI on the onset of IFFs is positive but statistically insignificant.

Next, we examine the effect of FDI on the scaling of illicit financial flows. To do this, we define the dependent variable as the volume of IFFs in country $i$ in year $t$, and include the full sample (similar to our baseline specification), but control for the level of IFFs in the previous period. Columns (2) and (3) report the baseline 2SLS estimates and the specification with lagged IFFs respectively. Both coefficients are positive, similar in magnitude, and statistically significant. These results suggest that FDI furthers corruption and scales IFFs up in recipient countries, but is unlikely to trigger them or cause their first onset in countries where they had not existed beforehand.

**Table 8. The Effect of FDI On the Onset and Scale of IFFs**

<table>
<thead>
<tr>
<th>Onset Effect: IFFs (1-0)</th>
<th>Scale Effect: IFFs (Mn USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
</tr>
<tr>
<td>Chinese FDI</td>
<td>0.00143</td>
</tr>
<tr>
<td></td>
<td>(0.00148)</td>
</tr>
<tr>
<td>First-stage F-statistic</td>
<td>11.47</td>
</tr>
<tr>
<td>Observations</td>
<td>476</td>
</tr>
</tbody>
</table>

Coefficients reported with standard errors clustered at the country level in parentheses.

*** p<0.01, ** p<0.05, * p<0.1

Column (1) reports 2SLS estimates with the onset as the dependent variable, while columns (2) and (3) reports 2SLS estimates for a regression where the dependent variable is IFFs (Mn USD).
8. Heterogeneous Effects of Chinese FDI

Finally, we check if the effects of Chinese FDI on IFFs are heterogeneous across different political and social contexts. To this end, we allow the effect of FDI on IFFs to vary based on the attributes of recipient countries, namely income, natural resource dependence, and the presence of democratic institutions. Equation (3) shows the second-stage of our estimation, where $I_{it}$ refers to the aforementioned country characteristics, and the remaining variables remain as in equation (1).

$$ IFF_{it} = \beta_1 FDI_{it} + \beta_2 (FDI_{it} \times I_{it}) + X_{it} \Gamma + \delta_t + \psi_i + \nu_{it} \quad (3) $$

The country fixed effects in this model absorb the direct effect of the indicator variable $I_{it}$ on IFFs, and thus the main difference between our previous 2SLS equation and equation (3) is the interaction term $FDI_{it} \times I_{it}$ included in the latter. To establish causality, and following the same logic as the first half of the paper, we instrument for $FDI_{it}$ and $(FDI_{it} \times I_{it})$ by using $(P_{t-1} \times D_i)$ and $(P_{t-1} \times D_i \times I_{it})$ and $(P_{t-1} \times I_{it})$. The first-stage equation therefore becomes:

$$ FDI_{it} = \alpha_1 (P_{t-1} \times D_i \times I_{it}) + \alpha_2 (P_{t-1} \times D_i) + \alpha_3 (P_{t-1} \times I_{it}) + X_{it} \Gamma + \delta_t + \psi_i + \varepsilon_{it} \quad (4) $$

We focus on factors that other studies linked to the economic performance in developing countries, namely income, natural resource dependence, and the quality of political institutions (Soros 2017; Collier 2007; and Dreher, et al. 2008). We examine these characteristics by constructing $I_{it}$ as a dummy variable that takes the value 1 if the characteristic in question in country $i$ is greater than the median of the sample. Table 9 reports these estimates and also shows the baseline specification in column (1) for reference. We also report the sum of the coefficients for $FDI_{it} \times I_{it}$ and $FDI_{it}$, which captures the total effect of FDI for recipient countries that meet the specified criteria.
First, we allow for heterogeneity by income. We measure income using real per capita GDP reported by the World Bank Indicators. The estimates (column 2) show that recipient countries with high GDP per capita experience less illicit financial activity, potentially because high income is usually associated with strong institutions and established regulatory standards. We note however that while the coefficient of the term $FDI_{it} \times I_{it}$ is negative, the differential effect is imprecisely estimated, as shown by a low first stage F-statistic.

Second, we examine whether natural resource endowment influences the effect of FDI on illicit activity. We measure natural resource dependence using the percentage of resource rent in GDP. On one hand, natural resource dependency may reduce the role of FDI in illicit activity by shifting illicit financial flows towards the agricultural sector rather than foreign projects. However, it could also lead to more IFFs since developing nations have long been shown to suffer a ‘resource curse’, whereby resource wealth increases incentives for illicit rents (Sachs and Warner, 1999). While our estimates (reported in column (3)) seem more in line with the former hypothesis, the standard errors are large, and so our estimates are not entirely reliable.

Finally, we check the differential effect of FDI on IFFs based on democratic institutions. We use the PolityIV database to determine the democracy level of recipient countries, with scores above 6 (out of 10) indicating democratic leaders and accountable institutions (Column (4)). There is no significant differential effect of FDI received by democracies, relative to more autocratic governments. We note, however, that since our dataset comprises around 450 data points, the heterogeneity tests reduce our sample significantly, and thus affect the precision of the reported estimates. The first stage

---

29 The mean GDP per capita in our sample is US $2473.03, and the mean percentage of natural resources in GDP is 15.54. We use these thresholds to define our indicator variable $I_{it}$

30 Reported by the World Bank Indicators


32 This threshold is the same one used by PolityIV data base to categorize democracies
of these equations is weak as seen by the low Kleibergen-Paap F-statistics, and thus limits the reliability of the coefficients.

Table 9. Heterogeneous Effects of FDI on IFFs

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illicit Financial Flows</td>
<td>Baseline</td>
<td>Income</td>
<td>Resource Dependency</td>
<td>Polity</td>
</tr>
<tr>
<td>Chinese FDI (Mn USD)</td>
<td>3.722**</td>
<td>4.579*</td>
<td>7.263</td>
<td>0.0671</td>
</tr>
<tr>
<td></td>
<td>(1.889)</td>
<td>(2.613)</td>
<td>(5.823)</td>
<td>(5.757)</td>
</tr>
<tr>
<td>Chinese FDI x Indicator</td>
<td>-2.029</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>for High Income</td>
<td>(2.129)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indicator for Resource</td>
<td></td>
<td>-6.855</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependency</td>
<td></td>
<td>(7.010)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indicator for Democratic</td>
<td></td>
<td></td>
<td></td>
<td>11.18</td>
</tr>
<tr>
<td>Institutions</td>
<td></td>
<td></td>
<td></td>
<td>(23.96)</td>
</tr>
<tr>
<td>Chinese FDI + (Chinese</td>
<td>2.550</td>
<td>0.397</td>
<td>11.24</td>
<td></td>
</tr>
<tr>
<td>FDI x Indicator for</td>
<td>(1.662)</td>
<td>(2.138)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Democracy</td>
<td></td>
<td></td>
<td>(18.76)</td>
<td></td>
</tr>
<tr>
<td>Kleibergen-Paap F-statistic(s)</td>
<td>11.47</td>
<td>5.76; 5.41</td>
<td>6.94; 8.85</td>
<td>7.51; 0.90</td>
</tr>
<tr>
<td>Observations</td>
<td>476</td>
<td>476</td>
<td>476</td>
<td>476</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

The table reports 2SLS estimates. When two F-statistics are reported, the first F-statistic is from the first-stage regression with FDI as the dependent variable and the second from the first stage with FDI
9. Limitations

Our study has a number of limitations related to the nature of the data and the strength of the instrument. For example, the earliest Chinese FDI data is from 2004, and the latest one available is from 2014.\textsuperscript{33} Prior to this, Beijing reported “China Approved Overseas Investment” data which combined FDI and aid projects, so the data is not comparable. This therefore limits the available data to 10 years and limits the scope of our results. Additionally, our data set does not differentiate between state-owned enterprises and private firms, which might behave differently in foreign markets. Our data is also limited since it only includes macroeconomic variables (such as FDI, GDP and IFFs) but does not provide project-level data, which might reveal industry-specific trends or point toward specific characteristics of Chinese project sites that make IFFs more likely. Moreover, while the first stage of our strategy is strong, it remains imprecisely estimated when we do not include additional covariates. Therefore, the magnitudes of our estimates should be interpreted with caution.

\textsuperscript{33} Reported in the 2007 China Statistical Yearbook and the Statistical Bulletin of China’s Outward Foreign Direct Investment).
10. Conclusion

Foreign Direct Investment is an important catalyst of economic growth in emerging economies. However, critics have argued that FDI, and particularly Chinese-led investment on the African continent, is often associated with inadequate checks and balances, and is therefore an enabler of high-level corruption. This is particularly alarming if we examine the bigger picture – that the African continent loses between $30 and $60 billion to illicit financial flows a year, as reported by the United Nations Economic Commission for Africa. However, there is little to no causal evidence to support these criticisms on a large scale.

This study attempted to fill this gap by providing causal evidence of the effect of Chinese FDI on illicit financial flows in recipient countries. The paper uses a new data set by Global Financial Integrity on illicit financial activity in developing countries. Our methodology is also novel in that it uses an instrumental variable for FDI (domestic Chinese steel production interacted with the likelihood of a country being a recipient of Chinese funds). Our findings support the concerns advanced by observers and political scientists. Chinese FDI indeed increases IFFs in recipient countries by as much as $3.72 for every additional $1 of FDI, or a 0.2% increase for each 1% rise in FDI. The combined findings of this study all point in the same direction. The OLS, 2SLS and alternative specifications in our robustness tests show a positive and significant effect of Chinese FDI on IFFs and suggest a causal relationship between the two. Moreover, we do not find evidence that FDI triggers the onset of illicit activity. Instead, Chinese FDI appears to scale existing flows up. Interestingly, our estimates are consistent with a contemporaneous effect, i.e. that Chinese FDI mostly affects IFFs during the year in which it is received. While we do not find differential effects based on income, resource endowment, or political institutions, our findings nonetheless indicate an adverse effect of FDI on average. It is important to note, however, that our 2SLS estimates of the effect Chinese FDI on IFFs are larger than the OLS estimates. This is potentially due to a selective
targeting of FDI recipients from China’s side. Whether deliberately or not, Chinese FDI might have gone into countries where its effect on corruption is less adverse.

As for policy implications, since our findings suggest a causal relationship between Chinese FDI and IFFs in recipient countries, a potential recommendation would be to strengthen regulatory checks on Chinese-led projects, particularly in recipient countries with a history of large IFFs. This includes the responsibility of recipient countries and China’s own requirements for its firms investing abroad. That being said, while these findings raise concerns around the regulations around FDI, they do not necessarily negate the existing evidence on the positive effects of FDI on job creation, skill development and income growth.

This study also suggests several avenues for further research. One of them is to exploit micro-level (e.g. project-level) data to disentangle the heterogeneity between the effect of FDI on IFFs in different industries and project-types. This would provide a more granular picture of the link between project set-ups and subsequent IFFs and would thus inform sub-government level policies. Overall, the study of FDI provides important evidence of the impact of private-sector activities in developing nations, and will hopefully guide the design of both FDI projects and regulations governing them in the future.
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Abstract

The study aims to investigate the impact of Real Effective Exchange Rate (REER) volatility on economic growth for a set of 33 developed and developing economies, using panel dataset ranging from 1970 to 2016. Stemming from a precise measure for exchange rate volatility, results of various Fixed Effects and System GMM models suggest that increased (decreased) REER volatility, controlling for trade and misalignment and contingent on diverse model specifications, leads to a negative (positive) effect on economic growth for developing countries. A relationship cannot be ascertained for developed countries. In addition, a significant impact of the REER level and its interaction with volatility is found, while neither a significant interaction of volatility with trade nor terms of trade shocks is found.
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I. Introduction

The choice of exchange rate regimes is one of the most debated variables in macroeconomic policy. Exchange rate regimes, volatility and misalignment of the exchange rate are inherently interlinked.\(^1\) A growing body of literature, focused in particular on Real Exchange Rate (RER) misalignment, has developed to investigate their effects on economic growth.\(^2\) While misalignment is a critical aspect, I argue that RER volatility, which causes uncertainty in trade, is equally impactful given its potential effects on growth.

Theoretical and empirical literature regarding the advantages and disadvantages of different regimes is generally inconclusive, as the proponents of diverse systems indicate contrasting effects of volatility on macroeconomic variables. In the same manner, literature has been unable to ascertain a relationship between volatility and growth or its components.\(^3\) As noted by Vieira et al. (2013), utilisation of standard deviation (s.d.) as a measure of volatility implies clear limitations, which will be explored later.\(^4\) Inconsistent methodologies in RER estimation have also led to diverse results. Literature on exchange rate misalignment has typically been a divisive issue, due to measurement inaccuracy caused by the necessity of estimating an equilibrium exchange rate and the contrast between macroeconomic instability and outward-oriented growth strategies, both potentially caused by misalignment in the exchange rate.

The motivation of this paper is to complement these studies with an investigation of the effects of Real Effective Exchange Rate (REER) volatility on economic growth and its components. I draw from previous results the model specification and control variables. In addition, this paper strives to go beyond previous literature in a variety of ways. Firstly, I utilize

---

\(^1\) Eichengreen, 2007
\(^2\) Defined as the difference between observed exchange rate and the long-run equilibrium exchange rate (Eichengreen, 2007; Levy-Yeyati & Sturzenegger, 2002).
\(^3\) Eichengreen, 2007
\(^4\) Vieira et al., 2013
REER instead of RER, a broad measure of the country’s competitiveness. I use monthly figures instead of annual, which are calculated with a consistent methodology for the whole panel, implying a higher level of precision when modelling annual REER volatility. Secondly, I overcome the limitations of using s.d as measure of volatility by modelling it with a Generalized Autoregressive Conditional Heteroskedasticity (GARCH) process. Thirdly, I focus on the relationship between REER volatility, trade and terms of trade (TOT). By differentiating whether the economy is developing or not, I investigate if the impact of volatility is more pronounced if trade represents a larger share of the economy and if the country is experiencing any TOT shocks.

The paper is based on a panel dataset ranging from 1970 to 2016 for 33 different countries, therefore concentrating on the post-Bretton Woods period. Stemming from a precise measure for exchange rate volatility, results of various Fixed Effects, Between-Within and System GMM Models suggest that increased (decreased) REER volatility, controlling for trade and misalignment and contingent on diverse model specifications, leads to a negative (positive) effect on economic growth for developing countries. A relationship cannot be ascertained for developed countries. A significant impact of the REER level on volatility is found, while no significant interaction of volatility neither with trade nor TOT shocks is found.
II. Exchange Rate Volatility and Economic Growth

Following the fall of the Bretton-Woods system, exchange rate volatility has become a topic of interest given its potentially critical implications for economic policy. Theoretical and empirical literature have attempted to investigate the relationship between exchange rate volatility and economic growth, augmenting it with further research regarding the effect of volatility on other macroeconomic indicators such as trade and investment, among others. Results of both theoretical and empirical studies have been inconclusive from contrasting results. As noted by Eichengreen (2007), these disagreements are generally caused by diverse model specifications and control variables, high dependency on the sample period considered and inconsistent and simplistic methodologies when measuring exchange rate volatility.5 I will focus on literature regarding economic growth that is directly relevant to my paper.

Levy-Yeyati & Sturzenegger (2002) indicate why the relationship between growth and exchange rate volatility has traditionally been disregarded by economists due to the classical money neutrality argument—nominal variables do not affect the long-run equilibrium growth of an economy.6 However, it is widely accepted that the relationship described above is contingent upon the adopted type of exchange rate regime.7

The debate on the advantages and disadvantages of different exchange rate regimes provides useful insights. Advocates of flexible exchange rates argue that, in cases of real shocks on the economy, flexibility facilitates the adjustment process.8 Ghosh et al. argues that fixed exchange rates may create RER misalignment, leading to erroneous price signals and thus inefficient allocation of resources.9 Alternatively,

5 Eichengreen, 2007.
6 Levy-Yeyati and Sturzenegger, 2002
7 Eichengreen, 2007.
8 Levy-Yeyati and Edwards, 2004; Friedman, 1953
9 Ghosh et al.
supporters of fixed exchange rates suggest that the stability of the regime promotes trade and investment. This is through a decrease in uncertainty of prices and real interest rates that firms face that improve the efficiency of price mechanisms on the international scale and will incentivise economic growth.\textsuperscript{10}

Similarly, empirical literature has been inconclusive. For example, Ghosh (1997) analyzed the links between exchange rate regimes, inflation and growth utilising data on 136 countries over a period of 30 years.\textsuperscript{11} The study did not find any statistically significant effect of RER volatility on economic growth, but highlighted the importance of controlling for trade and investment when isolating the effects of exchange rate stability on growth. Flexible exchange rates are subject to market forces, theoretically making misalignment less likely, and enhancing the development of export industries that due to stronger competition are associated with higher productivity growth. This paper’s focus on the nominal exchange rate, while aiming to assess changes in long-run economic growth, has been criticised.\textsuperscript{12}

Developing countries may have different priorities when assessing exchange rates. Bleaney & Greenaway (2001) investigated the impact of RER volatility on investment and growth on a panel of 14 sub-Saharan African countries over 1980-1995. They found a significant negative effect on investment but not on economic growth. This paper’s emphasis on developing countries provides useful insights. These developing countries’ dependence on the export of primary products is based on the idea that RER volatility should particularly affect economies relying on specialisation in primary products.

Vieira et al. (2013) investigated the impact of RER volatility on long-run economic growth for a set of 82 advanced and developing economies, using a panel dataset ranging from 1970 to 2009. They found a significant negative impact of RER on long-run economic growth, even when controlling for country-specific idiosyncrasies. Another interesting result

\textsuperscript{10} Mundell, 1973; De Grauwe, 1998
\textsuperscript{11} Ghosh 1997
\textsuperscript{12} Eichengreen, 2007
is when including volatility, neither level of exchange rate nor
the misalignment is statistically significant. The authors sug-
gest that pursuing a stable exchange rate may be a better strat-
egy than exchange rate misalignment when aiming for long-
run economic growth. This conclusion ties with the issues in
literature regarding exchange rate misalignment briefly high-
lighted in Section I. Similarly, Dollar (1992) focused on 95 de-
veloping economies, and found a negative impact of exchange
rate volatility on economic growth.\textsuperscript{13} Dollar included degree of
openness as control variable, finding a relationship between it
and the impact of volatility on growth.\textsuperscript{14}

Literature has aimed to investigate the relation by
looking at the components of economic growth, in particular
trade. Nevertheless, no conclusive evidence has been found
on either theoretical or empirical level.\textsuperscript{15} While exchange rates
movements are assumed to be random in the short run, lit-
erature recognises that RER does depend on macroeconomic
variables in the medium and long run. TOT shocks may drive
RER changes, as changes in export and/or import prices will
affect nominal exchange rates, inflation and trade.\textsuperscript{16}

Overall, Eichengreen (2007) provides an insightful
summary of literature by arguing that while the empirical re-
sults have not been conclusive, ensuring a stable, competitive
and aligned RER may not directly cause long-run economic
growth but will allow a country the possibility of exploring
their economic potential thanks to, amongst other reasons,
reduced uncertainty and higher competitiveness.\textsuperscript{17}

In my paper, I aim to build upon and fill gaps in the
literature addressed above. As mentioned in the introduction,
this paper tackles several criticisms of the papers reviewed.
Conflicting empirical results are caused by contrasting model
specifications, high dependency on the sample period con-

\textsuperscript{13} Dollar, 1992
\textsuperscript{14} Ibid
\textsuperscript{15} Vieira et al., 2013; Franke, 1991; Peree and Steinherr, 1989
\textsuperscript{16} Coudert et al., 2008
\textsuperscript{17} Eichengreen, 2007
sidered and naïve volatility measures. Following Vieira et al. (2013) and Ghosh (1997), the model will be based upon the key macroeconomic indicators and components of GDP. In addition, I utilize trade as a proxy for degree of openness and investigate its relationship with exchange rate volatility, hypothesising that the impacts of volatility increase together with trade as a share of GDP. TOT has typically been disregarded in the RER-volatility literature. The paper posits a larger impact of volatility when the economy is experiencing large TOT shocks, which are assumed to be exogenous, a common assumption in literature.

The paper will focus on RER and disregard its nominal counterpart in an attempt to isolate its effects on economic growth. In contrast to Vieira et al. (2013), economic growth will not be modelled around 5-year averages. The model will instead be augmented with lagged trade and other indicators, as further investigation of the interaction between trade and volatility, as found by Dollar (1992). To conclude, the use of consistent methodology when calculating REER and its volatility, together with the focus on the post-Bretton Woods period and the inclusion of a large number of countries, aims to reduce differences between papers, leading to comparable results and higher external validity.

18 Ibid
19 Pryor, 1966
III. Modelling REER Volatility

In this paper, I will utilise REER instead of RER. REER measures the “development of the real value of the country’s currency against the basket of the trading partners of the country.” Alternatively, the REER can be defined as the average of the bilateral RER between the country in question and its trading partners, weighted by the respective trade shares of each partner. Intuitively, the advantages of REER are clear. Changes in REER provide useful insights for this analysis by indicating the equilibrium value of the currency. This permits us to estimate, albeit simplistically, the level of misalignment and changes in competitiveness of the whole economy, driven by either change in exchange rates or in relative inflation (price or cost competitiveness). REER permits the isolation of the competitiveness of the single country, reducing the noise of the other countries.

This paper models REER volatility using the dataset “Real Effective Exchange Rates for 178 Countries” developed by Bruegel. The dataset includes both annual and monthly data for a large number of countries. I will utilise monthly REER data from 1970 to 2016 for 33 countries (Appendix 1).

Modelling REER volatility is one of the causes of contrasting results in literature. A contribution of this paper is to use REER calculated with consistent methodology and utilise an innovative measure for volatility coherent with the papers reviewed previously.

\[
\text{REER} = \frac{\text{NEER}_t \cdot \text{CPI}_t}{\text{CPI}^{\text{Foreign}}_t}
\]

Where \( \text{NEER}_t = \prod_{i=1}^{N} S(i)_t w^i \) and \( \text{CPI}^{\text{Foreign}}_t = \prod_{i=1}^{N} \text{CPI}(i)_t w^i \)

20 Bruegel, 2017
21 IMF, 2007
22 REER permits us to average out external shocks in the RER, and isolate the competitiveness of Country A.
23 Eichengreen, 2007; Siregar and Rajan, 2004
and $S_t^{wi}$ is the nominal bilateral exchange rate between the country under study and country $i$
and $w^i$ is the weight associated to country $i$.

Literature has modelled volatility through s.d. by looking at how the exchange rate fluctuates around its mean overtime.\(^\text{24}\) However, utilising s.d. as measure of volatility is approximate. Firstly, s.d. has a skewed distribution. Secondly, s.d. doesn’t capture the information in the previous periods.\(^\text{25}\) To an extent, exchange rates are determined by a random process. Thus utilising s.d. leads to ignoring the level of volatility in the previous period, implying that volatility in one period is unaffected by volatility in the previous one.

The paper proceeds by utilising GARCH process, developed by Bollerslev (1986).\(^\text{26}\) As noted by McKenzie (1999), exchange rates best follow the GARCH process because GARCH, as compared to ARCH, captures the past values and thus permits higher accuracy. I model the variance $\omega_t$ following a GARCH $(1, 1)$ process on the monthly REER data, for each country, from 1970 to 2016.

$$
\ln\text{REER}_t = \alpha + \beta \ln\text{REER}_{t-1} + \epsilon_t \quad \text{where} \quad \epsilon_t \sim N(0, \omega_t)
$$

$$
\omega_t = \delta_0 + \delta_1 \epsilon^2_{t-1} + \delta_2 \omega_{t-1} + \mu_t
$$

ARCH term GARCH term

The method presents several advantages compared to SD. As mentioned, I am able to capture the effects of volatility of one period on the following one, differentiating between the random and the predictable elements of the exchange rate determination process.\(^\text{27}\) To conclude, variance is conditional on the past values and better reflects how volatility is perceived by agents.

After obtaining monthly figures for REER volatility, I averaged these numbers to obtain annual volatility figures.

\(^{24}\) Schnabl, 2007  
\(^{25}\) Jansen, 1989  
\(^{26}\) Technique first proposed by Engle (1982).  
\(^{27}\) Ebaidalla, 2013; Arize et al., 2000
for each country from 1970 to 2016. This was done to match the availability of data for macroeconomic indicators. The final output included 1551 observations in total. Descriptive statistics are shown in Table 2.
IV. Empirical Strategy

The aim of this paper is to estimate the effect of REER volatility on economic growth, starting with this initial model:

\[
\ln(\text{GDP Growth})_{it} = \\
\alpha + \beta_1 \ln(\text{REER Volatility})_{it} + \beta_2 \ln(\text{REER})_{it} \\
+ \beta_3 \ln(\text{Government Expenditure})_{it} + \beta_4 \ln(\text{Trade})_{it} + \beta_5 (\text{Inflation})_{it} \\
+ \beta_6 \ln(\text{Real GDP per capita})_{it} + \beta_7 (\text{ln(trade}) + \ln(\text{REER Volatility}))_{it} + \epsilon_{it}
\]

The choice of control variables follows growth literature and the papers previously reviewed.\(^{28}\) Trade and government expenditure are denoted as share of GDP. Theoretical literature suggests that inflation may have negative effect on GDP growth due to distortion in price signals as government expenditure is ambiguous. Keynesian Economists argue that government expenditure may increase aggregate demand, while others remind of its crowding-out effect, which leads to lower investment and growth in the long run. Trade is expected to increase GDP growth. Inflation is used as a proxy for macroeconomic stability, while trade represents degree of openness. In conclusion, developing and developed countries will be analyzed separately,\(^{29}\) leading to more insightful results, and potentially limiting endogeneity issues by analysing countries with similar macroeconomic conditions together.

Further models include:

1) TOT Shocks, an interaction variable between REER volatility, trade and TOT shocks. The paper hypothesizes that the impact of volatility may be different when the country is experiencing TOT shocks because they drive RER and control for the importance of trade in the economy. A separate interaction variable between trade and REER volatility is investigated, hypothesising that impact on growth is larger when trade represents a larger share of GDP.

\(^{28}\) Eichengreen, 2007; Vieira et al., 2013
\(^{29}\) See Appendix 1
2) Interaction variables between volatility and GDP per capita as literature suggests that the higher the GDP, the lower the GDP growth. Thus, I control for the variable and investigate any additional effects of volatility.

3) Dummy variables to control for possible regional differences.

4) I also posit whether lagged independent variables such as government expenditure and trade may explain variation in GDP Growth. Given that I am looking at annual data, theoretical literature suggests that government expenditure may have a multiplier effect. While this is not the aim of the paper, including such terms may be insightful.

5) Diverse functional forms, such as including lagged or squared terms of the independent variable REER volatility.

6) REER misalignment from its equilibrium value.

The model proposed clearly holds endogeneity issues, where some of the variables are determined within the model. One form of endogeneity present is omitted variable bias, inherent to the macroeconomic nature of the model indicated by the existence of inconclusive empirical literature. Omitted variables leads to OLS bias, which implies larger coefficients and lower s.e. for the variables included in the model and thus wrongful conclusions. In this case, the direction of the bias on coefficients is ambiguous.

Firstly, the paper attempts to reduce the bias by estimating various fixed effects models. Fixed Effects exploits within-group variation. The model involves controlling for the average difference across the countries in any observable/unobservable predictors that are assumed to be time-invariant. Therefore, threat of omitted variable bias is reduced. As a price, between-group variation is lost. The paper’s main variables of interest are not time-invariant; thus, the model is useful. Choice of Fixed Effects model rests upon data consistent with the theory and assumptions needed to implement it. In
addition, Hausman tests confirm its suitability.\textsuperscript{30}

Tests are implemented that confirm the presence of autocorrelation, cross-sectional dependence and heteroscedasticity. The presence of these factors was highly predictable given the nature of the data and variables utilised. Dependent variables may be affected by unexpected variation or shocks. The model thus controls for time-fixed effects, further reducing omitted variable bias and cross-sectional dependence.\textsuperscript{31} Following the tests, I utilize Driscoll and Kray errors.\textsuperscript{32}

Secondly, I estimate various within-between effects model in an attempt to investigate continent dummies, as these variables are time invariant and cannot be discerned in the fixed-effects model and between-group variation. As mentioned, results from the Fixed Effects model are assumed to be more robust to endogeneity issues.

Thirdly, the paper investigates dynamic panel data models through system Generalised Method of Moments (GMM), developed by Arellano-Bover (1995) and Blundell-Bond (1998), as a further potential solution to endogeneity issue. In this technique, I utilise lagged levels differences of the endogenous variables as instruments for the regression in differences in levels, together with the already-specified exogenous instruments.\textsuperscript{33}

Two empirical methods will be employed to reduce the number of instruments. Firstly, the collapse option of the command xtabond2 will be used. Secondly, restrictive lag limits will be imposed. An excessive number of instruments would overfit the model, leading to wrongful conclusions and a still present endogeneity issue.\textsuperscript{34} Time-fixed effects (year-dummies) are included to reduce autocorrelation that is logically present in macroeconomic data and mitigate the effects of any trends, although none have been discerned through data

\textsuperscript{30} See Appendix 3
\textsuperscript{31} See Appendix 3
\textsuperscript{32} Driscoll and Kray, 1997
\textsuperscript{33} Vieria et al., 2013; Roodman, 2009a
\textsuperscript{34} Roodman, 2009b; Windmeijer, 2005
inspection. In conclusion, GMM should lead to more robust estimates of the coefficients and permit the investigation of the dynamic relationship between the variables.
V. Data Sources and Descriptive Statistics

Data Sources

Data for all macroeconomic variables has been taken from World Development Indicators (2017) dataset, developed by the World Bank (National Accounts data). REER data has been taken from the dataset “Real Effective Exchange Rates for 178 Countries” developed by Bruegel (2017).

Descriptive Statistics

Descriptive statistics are reported in Table 1. Inspection of the data suggests the existence of an outlier: Bolivia’s inflation with a reported value of 11749%. The paper does not eliminate this data point, given the potentially useful information it contains. Logarithmic transformation of variables reduces the effect of the outlier, and a sensitivity analysis is completed to ensure the validity of the results. Overall, the statistics show broad results and diverse countries on the full spectrum of economic development. Detailed information regarding REER volatility has been covered in Section III.

35 Correlation table reported in Appendix 4.
Table 1 - Descriptive Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Developed Countries – Observations: 1081</th>
<th>Developing Countries – Observations: 470</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Std. Dev.</td>
<td>Mean</td>
</tr>
<tr>
<td>REER</td>
<td>95.8506</td>
<td>124.503</td>
</tr>
<tr>
<td>ln(REER Volatility)</td>
<td>0.083869</td>
<td>0.2347822</td>
</tr>
<tr>
<td>GDP Growth Rate</td>
<td>2.927061</td>
<td>3.912275</td>
</tr>
<tr>
<td>Inflation Rate</td>
<td>2.9672248</td>
<td>3.507961</td>
</tr>
<tr>
<td>Trade (as % share of GDP)</td>
<td>-9.132494</td>
<td>-13.12673</td>
</tr>
<tr>
<td>Government Expenditure (as % share of GDP)</td>
<td>7.176628</td>
<td>17.35959</td>
</tr>
<tr>
<td>GDP per capita in constant 2010 US$</td>
<td>373.8205</td>
<td>111.9683</td>
</tr>
<tr>
<td>REER Misalignment</td>
<td>373.8205</td>
<td>111.9683</td>
</tr>
<tr>
<td>TOT Adjustment (% change)</td>
<td>373.8205</td>
<td>111.9683</td>
</tr>
</tbody>
</table>

Data is compiled together to obtain a balanced dataset with no missing observations, comprising of annual data from 1970 to 2016 for 33 countries. Definition of all variables can be found in Appendix 2. Annual data permits such a large time span as quarterly data would have excessively restricted the years and variables available, potentially preventing an efficient control of eventual shocks and trends in the data. The study is focused on the post-Bretton Woods period with the emergence of floating exchange rates.

Quick inspection of the data highlights how on average, developing countries experienced higher REER Volatility, GDP growth rates and inflation. Developing countries tend to show larger dispersion in their values, alluding to their more unstable macroeconomic situations. Higher GDP growth rates are expected due to converge. To permit an effective investi-
gation, the paper controls for this effect through the division of the analysis between developing and developed countries. A large range of years permits to mitigate the business-cycle effects and reduce the potential influence of them on volatility in the exchange rates. Further insights have been explored in Section IV.

Table 2 - Descriptive Statistics for REER Volatility

<table>
<thead>
<tr>
<th>Percentiles</th>
<th>Smallest</th>
<th>Largest</th>
<th>Obs.</th>
<th>Sum of Wgt.</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>1.010737</td>
<td>1.005611</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>1.016953</td>
<td>1.006845</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>1.022826</td>
<td>1.006906</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25%</td>
<td>1.037607</td>
<td>1.007065</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>1.082537</td>
<td></td>
<td>Mean</td>
<td>1.156114</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75%</td>
<td>1.17047</td>
<td>3.420449</td>
<td></td>
<td></td>
<td></td>
<td>Std. Dev.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td>1.329812</td>
<td>3.535476</td>
<td></td>
<td></td>
<td></td>
<td>Variance</td>
<td>0.0669545</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td>1.506491</td>
<td>3.656776</td>
<td></td>
<td></td>
<td></td>
<td>Skewness</td>
<td>6.018145</td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>2.311996</td>
<td>4.887911</td>
<td></td>
<td></td>
<td></td>
<td>Kurtosis</td>
<td>56.8712</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
VI. Empirical Results

Analysis of the Results

Table 3 reports the main results. The empirical strategy involves estimating the model highlighted in Section IV and then proceed by investigating various interaction variables and control variables, such as the level of REER, the relationship between macroeconomic stability and volatility and interaction variable between GDP level and volatility. The results are confirmed throughout all models.

All regressions for developing countries indicate significant, negative coefficients for REER Volatility on economic growth. A significant squared term has been estimated with fixed effects suggesting a concave relationship for developing countries, although successive models were not able to confirm this. As for developed countries, the results are inconclusive. System-GMM indicates that a 1% increase in REER volatility leads to around 0.63% fall in GDP growth rate. Because coefficients vary between models a specific value should not be concluded, although the negative direction of the effect has been confirmed by various model specifications.

Progressing through the estimators, it can be seen that macroeconomic controls are central to growth theory. Variables such as government expenditure and inflation are increasingly significant in explaining economic growth. I expect such results due to the estimators increased ability to control for endogeneity, in particular omitted variable bias in this case. Given the limited number of variables used and a general risk of endogeneity when explaining the economy on a macroeconomic scale, the use of more robust estimators is thus essential to ensure appropriate results.
Analysis of interaction and control variables provides further insights. No significance is found for the relationship between volatility and trade and TOT shocks, although the paper had hypothesised a potential increased impact of volatility. A positive impact of the interaction variable between the level of REER and REER volatility is found for developing countries, while the more robust GMM estimators evidence a further significant impact of the REER level. A similar result is found for developed countries with the GMM estimators, al-
though the study interprets these results as less robust unless its limitations are addressed. This suggests the importance of a REER both competitive and stable. In conclusion, contrasting results have been found for REER misalignment. However, the study though did not investigate misalignment fully, seen as a separate issue from volatility, and thus no concrete conclusion can be inferred.

Regarding the control variables, results show a high degree of robustness with general significance and coefficients of the same sign. Trade, the proxy for degree of openness, has a positive impact on economic growth, with significance always found for developed countries. Inflation, the proxy for macroeconomic stability, instead has a negative impact. Government expenditure is, by definition, a divisive issue in literature. Overall, the robustness of the control variables indicate a generally efficient model.

Results of the paper follow results found by papers with similar methodologies, although some stark differences remain. In contrast to Vieira et. al (2013), for example, the REER has found to be generally significant with a positive effect on economic growth. This paper posits that it may be over-simplistic to discard the variable and that instead, most importantly, the coexistence of a competitive and, at the same time, stable REER is a powerful determinant of economic growth. This accords with a general summary of the literature, as noted by Eichengreen (2007).

Robustness of the Estimators

Endogeneity is still present and addressed in limitations and extensions. In contrast to the R2, where high values were not expected due to the macroeconomic nature of the data, the diagnostic testing shows a general validity of the results with normally distributed errors (Appendix 5). The robustness of the control variables is another positive indication. Regarding the dynamic estimators, the inclusion of time-fixed dummies permits the rejection of the AR(2) test and highlights no prob-
lems of second-order autocorrelation. The Hansen over-identifications tests are generally positive, suggesting the validity of the instruments. In some models I have an instrument-proliferation problem, caused by limitations in the data.
VII. Conclusion, Limitations and Extensions

Literature has not reached a consensus regarding the role of REER or RER volatility on economic growth. This paper aimed to provide further evidence through the use of a consistent and innovative methodology to measure volatility, and an investigation of the interaction of volatility with trade and TOT shocks. This study is an empirical investigation of the relationship between REER volatility and economic growth on a panel dataset of 33 countries from 1970 to 2016. Overall, after controlling for endogeneity and country-specific characteristics through Fixed Effects and GMM estimators, results indicate the existence of a negative impact of REER volatility on economic growth for developing countries, while no effect is evidenced for developed countries. No significance is found for the effect of TOT shocks and degree of openness on the impact of volatility on economic growth, although a significant positive effect of the level of REER is found.

Results confirm the attention that exchange rates have been given by literature. The choice of exchange rate regime has been a critical decision of governments and policymakers when attempting to promote prolonged and sustainable economic growth. The results thus suggest that policy-wise, maintaining low REER volatility and a competitive REER, should be beneficial for economic growth in the case of developing countries. Advising on the choice of an exchange rate regime is beyond the scope of the study. While a fixed regime may, by definition, have the lowest volatility, it may not permit the existence of a competitive REER or be unsustainable, thus being overall detrimental. Managed floating exchange rate, for example, may be a viable alternative.

The limitations of the study stem primarily from the data. In the data collection process, there was a trade-off between the inclusion of countries and variables with missing observations, or their exclusion in order to maintain a balanced panel data. The study has followed the second road.
Therefore, a possible extension of the research is the inclusion of new variables and countries. In such a case, in order to maintain a balanced panel dataset, the time range will be much more limited. However, if the time range is reduced, quarterly data could be used, which may evidence short-run dynamics and shocks which are lost on an annual scale or, alternatively, control more effectively for business cycle and trends in GDP growth. A second limitation due to sample size regards the methodology, where this paper was unable to utilise the more efficient two-style estimator, which gives asymptotic efficiency for system GMM. Thirdly, the channels through which volatility affects economic growth are not modelled. A large degree of endogeneity is still present.

Therefore, further research should aim to explore these limitations and most importantly, investigate the reasons why contrasting results have been found between developing and developed countries. Identification of the channels through which exchange rate volatility affects economic growth may suggest the causes of such findings. In addition, these channels may indicate more effective policy recommendations. Secondly, identifying the source of REER volatility could provide an insightful analysis in the dynamics of the relationship explored by this paper. Thirdly, the potential inclusion of capital flows, current account, inflation differentials and interest rates may highlight the flow of capital across countries and enhance the terms-of-trade analysis of this paper which have been inconclusive.
## Appendix

### A1. Country Data

<table>
<thead>
<tr>
<th>Country</th>
<th>Continent</th>
<th>Economic Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>Oceania</td>
<td>Developed</td>
</tr>
<tr>
<td>Austria</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Belgium</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Bolivia</td>
<td>South America</td>
<td>Developing</td>
</tr>
<tr>
<td>Canada</td>
<td>North America</td>
<td>Developed</td>
</tr>
<tr>
<td>Chile</td>
<td>South America</td>
<td>Developing</td>
</tr>
<tr>
<td>Colombia</td>
<td>South America</td>
<td>Developing</td>
</tr>
<tr>
<td>Denmark</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Ecuador</td>
<td>South America</td>
<td>Developing</td>
</tr>
<tr>
<td>Finland</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>France</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Germany</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Greece</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Iceland</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>India</td>
<td>Asia</td>
<td>Developing</td>
</tr>
<tr>
<td>Indonesia</td>
<td>Asia</td>
<td>Developing</td>
</tr>
<tr>
<td>Ireland</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Israel</td>
<td>Asia</td>
<td>Developing</td>
</tr>
<tr>
<td>Italy</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Japan</td>
<td>Asia</td>
<td>Developed</td>
</tr>
<tr>
<td>Korea, Rep.</td>
<td>Asia</td>
<td>Developed</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Mexico</td>
<td>North America</td>
<td>Developing</td>
</tr>
<tr>
<td>Netherlands</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Norway</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Philippines</td>
<td>Asia</td>
<td>Developing</td>
</tr>
<tr>
<td>Portugal</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>South Africa</td>
<td>Africa</td>
<td>Developing</td>
</tr>
<tr>
<td>Spain</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>Sweden</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>Europe</td>
<td>Developed</td>
</tr>
<tr>
<td>United States</td>
<td>North America</td>
<td>Developed</td>
</tr>
<tr>
<td>Uruguay</td>
<td>South America</td>
<td>Developing</td>
</tr>
</tbody>
</table>
In conclusion, we have 17 countries from Europe, 6 from Asia, 5 from South America, 3 from North America and 1 from Oceania. 11 of these countries are developing economies, while the other 22 are developed. The paper uses the World Economic Situation and Prospects (WESP) report, developed by the United Nations (UN) to categorise the countries between developed and developing.

### A2. Definition of Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP Growth Rate (Annual %)</td>
<td>Annual percentage growth rate of GDP at market prices based on constant local currency. Aggregates are based on constant 2010 U.S. dollars. GDP is the sum of gross value added by all resident producers in the economy plus any product taxes and minus any subsidies not included in the value of the products. It is calculated without making deductions for depreciation of fabricated assets or for depletion and degradation of natural resources.</td>
</tr>
<tr>
<td>GDP per capita in constant 2010 US$</td>
<td>GDP per capita is gross domestic product divided by midyear population. Data are in constant 2010 U.S. dollars.</td>
</tr>
<tr>
<td>GDP in constant 2010 US$</td>
<td>GDP at purchaser's prices is the sum of gross value added by all resident producers in the economy plus any product taxes and minus any subsidies not included in the value of the products. It is calculated without making deductions for depreciation of fabricated assets or for depletion and degradation of natural resources. Data are in constant 2010 U.S. dollars. Dollar figures for GDP are converted from domestic currencies using 2010 official exchange rates. For a few countries where the official exchange rate does not reflect the rate effectively applied to actual foreign exchange transactions, an alternative conversion factor is used.</td>
</tr>
<tr>
<td>Trade (% of GDP)</td>
<td>Trade is the sum of exports and imports of goods and services measured as a share of gross domestic product.</td>
</tr>
<tr>
<td>Inflation (consumer prices, annual %)</td>
<td>Inflation as measured by the consumer price index reflects the annual percentage change in the cost to the average consumer of acquiring a basket of goods and services that may be fixed or changed at specified intervals, such as yearly. The Laspeyres formula is generally used.</td>
</tr>
<tr>
<td>Terms of Trade Adjustment in constant LCU</td>
<td>The terms of trade effect equals capacity to import less exports of goods and services in constant prices. Data are in constant local currency.</td>
</tr>
<tr>
<td>TOT (% change)</td>
<td>% Change in Terms of Trade Adjustment in constant LCU.</td>
</tr>
<tr>
<td>REER Difference</td>
<td>Equal to REER – Equilibrium REER (=100)</td>
</tr>
<tr>
<td>REER Volatility</td>
<td>Annualised monthly REER values calculated (Section III)</td>
</tr>
<tr>
<td>Government Expenditure (% of GDP)</td>
<td>General government final consumption expenditure (formerly general government consumption) includes all government current expenditures for purchases of goods and services (including compensation of employees). It also includes most expenditures on national defence and security but excludes government military expenditures that are part of government capital formation.</td>
</tr>
</tbody>
</table>
Definitions taken by the official World Bank definitions, maintaining consistency with the source of our data.

**A3. Tests on Panel Data**

1) Hausman Tests Results

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>(b)</th>
<th>(B)</th>
<th>(b-B)</th>
<th>Sqrt(diag(V_b- \ V B))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leversd</td>
<td>-0.0611672</td>
<td>-0.0495087</td>
<td>-0.0116586</td>
<td>0.0024582</td>
</tr>
</tbody>
</table>

\[ b = \text{consistent under } H_0 \text{ and } H_a; \text{ obtained from xtreg} \]

\[ B = \text{inconsistent under } H_a, \text{ efficient under } H_0; \text{ obtained from xtreg} \]

Test: \( H_0: \text{difference in coefficients not systematic} \)

\[ \chi^2(1) = (b-B)^t[(V_b-V_B)^{-1}](b-B) = 22.49 \]

Prob.chi2 = 0.0000

2) Likelihood-Ratio Test

<table>
<thead>
<tr>
<th>Likelihood-ratio test</th>
<th>LR chi2(32) = 674.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Assumption: homosk nested in hetero)</td>
<td>Prob &gt; chi2 = 0.0000</td>
</tr>
</tbody>
</table>

3) Modified Wald test for group wise heteroscedasticity in cross-sectional time-series FGLS regression model

**H0: \( \sigma(i)^2 = \sigma^2 \text{ for all } i \)**

\[ \chi^2(33) = 1747.95 \]

Prob>chi2 = 0.0000

4) Time-Fixed Effects Test

**H0: \( \sigma(i)^2 = \sigma^2 \text{ for all } i \)**

\[ \chi^2(33) = 1747.95 \]

Prob>chi2 = 0.0000
5) Pesaran’s test of cross-sectional dependence and contemporaneous correlation

Pesaran’s test of cross sectional dependence = 43.933, \( Pr = 0.0000 \)
Average absolute value of the off-diagonal elements = 0.311

### A4. Correlation between Explanatory Variables

<table>
<thead>
<tr>
<th>REER</th>
<th>ln(REER Volatility)</th>
<th>GDP per capita in constant 2010 US$</th>
<th>Government Expenditure</th>
<th>Inflation</th>
<th>Trade</th>
</tr>
</thead>
<tbody>
<tr>
<td>REER</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln(REER Volatility)</td>
<td>0.6833</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP per capita in constant 2010 US$</td>
<td>-0.2731</td>
<td>-0.3720</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government Expenditure</td>
<td>-0.1839</td>
<td>-0.3193</td>
<td>0.5438</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>Inflation</td>
<td>0.1100</td>
<td>0.2170</td>
<td>-0.0568</td>
<td>-0.0414</td>
<td>1.0000</td>
</tr>
<tr>
<td>Trade</td>
<td>-0.1802</td>
<td>-0.2374</td>
<td>0.5705</td>
<td>0.2267</td>
<td>-0.0238</td>
</tr>
</tbody>
</table>

Economic literature suggests that any correlation absolute value below 0.8 is considered sufficiently low to not incur into multicollinearity issues. The table confirms the paper’s robustness to this bias.
A5. Diagnostic Testing

Plot of Residuals vs Fitted Values of Regression
No particular pattern or group of residuals is found.

Plot of Residuals of Main Regression
A6. Results of Main Regressions

| Variable | Developing | | | | Developed | | | | | |
|----------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| ln(REER Volatility) | -2.1719 (*** | -0.1688 (**) | -63.7214 (*** | -2.2594 | -1.173 | -0.4822 | 
| ln(REER Volatility)$^2$ | -0.2663 (**) | | | | | | | | | | | |
| TOT Change * Trade * ln(REER Volatility) | -0.0014 | -0.0007 | -0.0011 | 0.0009 | -0.0061 (*** | 0.0029 | 
| ln(REER) | 0.1063 | 0.0354 (*** | 0.3342 (*** | 0.1607 | 0.0951 (*** | 
| ln(REER Volatility) * ln(REER) | 0.4063 (*** | 0.9666 (*** | 0.3582 ( | -0.1830 | 
| ln(REER Volatility) * Trade | 0.0655 ( | 0.0686 ( | -0.0901 | -0.0424 | -0.1574 ( | 
| ln(GDP per capita)*ln(REER Volatility) | 0.0055 | 0.0032 | 0.0247 | | | | | | | | | 
| ln(Inflation) | -0.0734 ( | -0.0659 (*** | -0.0514 (*** | -0.0594 (*** | -0.0707 (*** | -0.0593 (*** | 
| ln(Government Expenditure) | -0.0404 (L) | -0.0332 (**) | 0.0511 (*** | -0.1175 (*** | -0.1707 (*** | -0.0881 (*** | 
| ln(Trade) | 0.0019 | 0.0051 | 0.1407 (*** | 0.0555 (*** | 0.0189 (*** | 0.0427 (*** | 
| ln(GDP per capita) | 0.0547 (** | -0.0122 | -0.0249 (*** | 0.0041 | -0.0274 (*** | -0.0197 | 
| ln(REER Volatility) * ln(Inflation) | 0.0421 | 0.0115 | 0.1604 | 0.3251 | | | | | | | | 
| ln(REER Misalignment) | 3.8897 (*** | -1.9529 | 4.9651 | 0.5153 ( | | | | | | | | 
| Constant | -26.1218 ( | 4.6655 (*** | 19.8800 | 1.1668 | 3.9812 (*** | 0 | 
| R$^2$ | 0.4186 | 0.1674 | N.A. | 0.5009 | 0.3586 | N.A. | 
| AR(2) | N.A. | N.A. | 0.261 | N.A. | N.A. | 0.940 | 
| Instruments (# Groups) | N.A. | N.A. | 296(10) | N.A. | N.A. | 296(23) | 
| Hansen Statistic | N.A. | N.A. | 1.000 | N.A. | N.A. | 1.000 | 
| Time Fixed Effects | Yes | Yes | Yes | Yes | Yes | Yes | 
| Obs. | 470 | 470 | 470 | 1081 | 1081 | 1081 | 

***, **, *: respectively significant to the 1%, 5%, 10% levels.
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